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Abstract

A principal has m identical objects to allocate among a group of n agents. Ob-

jects are desirable and the principalŠs value of assigning an object to an agent is the

agentŠs private information. The principal can verify up to k agents, where k ă m,

thereby perfectly learning the types of those veriĄed. We Ąnd the mechanism that

maximizes the principalŠs expected utility when no monetary transfers are available.

In this mechanism, an agent receives an object if (i) his type is above a cutoff and

among the m highest types, (ii) his type is above some lower cutoff but among the k

highest types, or (iii) he receives an object in a lottery that allocates the remaining

objects randomly.
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1 Introduction

We examine an allocation problem involving multiple identical objects. Agents possess

private information about the principalŠs value of assigning them an object and each agent

desires one object but has no use for more than one. There are no monetary transfers

and agentsŠ private information is based on veriĄable evidence. The principal can check

this evidence, but is limited to a Ąxed number of checksŮfewer than the number of

available objects. We study how to optimally check agents based on their reports and

use the results, along with agentsŠ reports, to allocate objects. This problem differs from

standard mechanism design due to the veriĄability of private information, which arises in

various economic contexts.

A possible application of our model is the allocation of work permits to skilled immi-

grants. The value of assigning a permit to an applicant is a function of her characteristics

(e.g., skills, education, work experience, language ability). Therefore, we are in a setting

with private but veriĄable information.1 The objective is to maximize the total value from

assigning the permits. As is the case in the example with work permits in Canada, we do

not allow for the possibility of selling work permits. We analyze the optimal method to

allocate m permits when at most k ă m agents can be checked.

To do this, we formulate a model of capacity-constrained veriĄcation in an allocation

problem without transfers. This model captures the situation when there is a Ąxed mone-

tary budget for checking or a given team of experts available for reviewing reports. Before

deciding on who receives an object, the principal can check some of the agents and learn

their information. Strictly fewer agents can be checked than there are objects available

to allocate. The mechanism design question is whom to check based on the submitted

reports and how to allocate objects based on the reports and checks. If agent i is checked,

the principal learns his type ti perfectly. The principal gets value ti if agent i is assigned

an object, and the total payoff to the principal is equal to the sum of the types of all

agents that get an object. There is no additional cost of checking an agent, the only

constraint is that at most k agents can be checked.

We Ąnd the mechanism that maximizes the expected payoff from allocating m objects

with k checks. The allocation rule in the optimal mechanism can be decomposed into

two rules, which can be thought of as being used in two stages: a merit-based rule in the

Ąrst stage, and a lottery-based rule in the second stage. The merit-based rule allocates a

number of objects ŞefficientlyŤ to the agents with the highest reported types, where the

number of objects that are allocated efficiently is typically determined by two thresholds

1Canada has a program for attracting skilled immigrants that resembles the model we build. The

score an applicant gets is based on Şfactors known to contribute to economic successŤ, for details

see: https://www.canada.ca/en/immigration-refugees-citizenship/services/immigrate-canada/express-

entry/works.html.
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as follows: If less than k agents report a type above the lower threshold, then all these

agents obtain an object; the remaining objects enter the second stage. If more than k

agents report a type above the lower threshold, such an agent gets an object if either (i)

her report is among the k highest ones, or (ii) her report is among the m highest ones

and her report is above the higher threshold. Among agents that get an object in the

Ąrst stage, k are randomly selected and their reports are checked; anyone found lying will

not get an object in any case. Any agents that didnŠt get an object in the Ąrst stage

(and werenŠt caught lying) enter a second stage, where a lottery-based rule allocates the

remaining objects randomly in a way that all types below the lower threshold receive an

object with the same probability.

To explain the optimal mechanism in more detail, we discuss the incentives of the

agents to be truthful. Because the merit-based rule sometimes allocates more than k

objects, not all agents that get an object in the Ąrst stage can be checked. This suggests

that agents might be tempted to claim that they have a high type. The optimal mechanism

provides incentives to be truthful by not always allocating all objects in the Ąrst stage;

the lottery-based allocation of the remaining objects in the second stage ensures that

even agents with low types have a chance to win and are not tempted to lie about their

type: their expected probability of getting an object in the lottery equals the expected

probability of getting an object in the Ąrst stage by lying. However, if a low type knew

that more than m agents have a type above the higher type, she would anticipate that all

objects will be allocated in the Ąrst stage and she wonŠt get an object in the second stage by

being truthful. In that case, she would have a strict incentive to claim a high type, hoping

to get an object in the Ąrst stage without being checked. This shows that the optimal

mechanism, while being Bayesian incentive compatible, does not satisfy stronger ex-post

incentive constraints. This contrasts with models of costly veriĄcation, where optimal

mechanisms can typically be implemented to satisfy these stronger incentive constraints.

Methodologically, we formulate the principalŠs problem using Şinterim rules.Ť Since

there is no point in checking an agent that wonŠt get an object, we obtain type-dependent

feasibility constraints concerning which agents can be checked. This requires a charac-

terization of which interim rules are feasible in the presence of type-dependent capacity

constraints.

1.1 Related Literature

The literature on costly state veriĄcation in principal-agent models was initiated by

Townsend (1979). Our model differs from his, and the literature building on it (see

e. g. Gale and Hellwig 1985, Border and Sobel 1987), since monetary transfers are not

feasible in our model. In models without transfers, incentive constraints and economic

trade-offs are different than in models with money.
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Over the last years, there has been growing interest in models with state veriĄcation

that do not allow for transfers, as initiated by Ben-Porath, Dekel and Lipman (2014).

The model studied by Ben-Porath et al. consists of a principal that wishes to allocate a

single indivisible good among a group of agents, and each agentŠs type can be learned at

a given cost. They Ąnd that the expected utility-maximizing mechanism for the principal

is a favored-agent mechanism, where a pre-determined favored agent receives the object

unless another agent claims a value above a threshold, in which case the agent with the

highest (net) type gets the object. Our model is similar in that there are no monetary

transfers but differs in that our principal allocates several objects and can check a Ąxed

number of agents at no cost. Compared to a model with a possibly unlimited number of

tests at a constant marginal cost, this leads to a richer set of trade-offs that determine

optimal mechanisms.

Ben-Porath, Dekel and Lipman (2019) analyze optimal mechanisms in a model of Dye

evidence and apply their results to a model in which the principal allocates m objects

and can verify agents at a constant marginal cost. They show that the optimal mecha-

nism generalizes the favored-agent mechanism in a natural way to an m-favored-agents

mechanism. Their approach implies that the optimal mechanism satisĄes stronger ex-

post incentive constraints, which shows a conceptual difference to our model, where the

optimal Bayesian incentive compatible mechanism is not ex-post incentive compatible.

This also suggests that the optimal mechanism in our model cannot be obtained using

their general results for the Dye-evidence model. Other related papers on mechanism

design with evidence include Glazer and Rubinstein (2004) and Glazer and Rubinstein

(2006), which consider a situation in which an agent has private information about several

characteristics and tries to persuade a principal to take a given action, and the principal

can only check one of the agentŠs characteristics.2 Other papers on optimal mechanisms

in settings with evidence include Mylovanov and Zapechelnyuk (2017), Halac and Yared

(2020), and Kattwinkel and KnoepĆe (2023).

Methodologically, we use interim rules to Ąnd the optimal mechanism. This approach

was pioneered by Maskin and Riley (1984), who used it to characterize optimal auctions

with risk-averse bidders. This methodology has later been used repeatedly in auction

theory and mechanism design successfully. A key question asks for which interim rules

there is a feasible ex-post rule that induces the interim rule as its marginal distribution.

This question was Ąrst answered conclusively by Border (1991), who characterized the set

of feasible interim allocation rules. More recently, BorderŠs result was generalized by Che,

Kim and Mierendorff (2013), who among other things, allow for the allocation of m objects

when agents face capacity constraints. We cannot use their result directly since we need to

2For additional papers on mechanism design with evidence, see also Green and Laffont (1986), Bull

and Watson (2007), Deneckere and Severinov (2008), Ben-Porath and Lipman (2012), and Schweighofer-

Kodritsch and Strausz (2024).
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incorporate type-dependent capacity constraints as part of the feasibility requirements on

interim rules. However, we show that one can use the same proof technique as in Che et al.

(2013) to obtain a characterization of feasible interim rules with type-dependent ex-post

constraints. For Ąnite type spaces, a closely related result was established independently

in Valenzuela-Stookey (2023).

The rest of the paper is organized as follows. In Section 2, we present the model

and the principalŠs objective, and we also characterize the class of incentive-compatible

mechanisms. In Section 3, we derive the optimal mechanism, and we discuss how to

optimize within the class of optimal mechanisms. Section 4 contains a proof sketch, and

Section 5 concludes the paper.

2 Model and preliminaries

A principal allocates m identical and indivisible objects to a set N :“ t1, . . . , nu of agents,

where m ă n. Each agent i is characterized by a type t P T :“ r0, 1s, which is private

information to agent i. Types are drawn independently according to a strictly positive

density f with cdf F for each agent i. Let t “ ptiqiPN , t´i “ ptjqjPNztiu, T “ r0, 1sN ,

F ptq “
ś

iPN F ptiq, and fptq “
ś

iPN fptiq. Agent i with type t gets utility uiptq ą 0

if he is assigned at least one object and zero otherwise. No agent needs more than one

object. The principalŠs payoff equals the sum of the types of all agents who obtain an

object. The principal has a veriĄcation technology at his disposal and can learn the types

of up to k ă m agents perfectly (we will use veriĄcation and audit interchangeably). The

principal can commit to arbitrary mechanisms to allocate the objects, and we consider

Bayes-Nash equilibria of the induced game.

We now deĄne direct mechanisms for this setting. We capture stochastic mechanisms

by using a random variable s, which is distributed independently of the types and uni-

formly on r0, 1s and whose realization is only observed by the principal. Formally, an

allocation rule is a proĄle of functions pi : T ˆ r0, 1s Ñ t0, 1u satisfying, for all t and

s,
řn

i“1
pipt, sq ď m and an audit rule is a proĄle of functions ai : T ˆ r0, 1s Ñ t0, 1u

satisfying, for all t and s,
řn

i“1
aipt, sq ď k. A direct mechanism pp, aq consists of an

allocation rule and an audit rule. Given a proĄle of reported types t and a realization s of

the random variable, agent i is audited if aipt, sq “ 1 and obtains an object if all audited

agents were found to be truthful and pipt, sq “ 1 and obtain no object otherwise. One

can show that it is without loss of generality to restrict attention to direct mechanisms

that are Bayesian incentive-compatible.3

3This can be shown using arguments similar to those in Ben-Porath et al. (2014) and Erlanson and

Kleiner (2020).
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DeĄnition 1. A mechanism pp, aq is Bayesian incentive compatible (BIC) if, for all i P N

and all t, t1 P T

uipt
1q ¨ Et´i,srpipt

1, t´i, sqs ě uipt
1q ¨ Et´i,srpipt, t´i, sqp1 ´ aipt, t´i, sqqs. (1)

The principalŠs problem can formally be stated as:

max
p,a

Et,s

«

ÿ

iPN

pipti, t´i, sqti

ff

s.t. pp, aq is BIC.

Reformulating the principalŠs problem Due to the symmetry of this problem, it is

without loss of optimality to restrict attention to symmetric mechanisms that treat all

agents identically, and henceforth we will do that.4

It is useful to formulate this mechanism design problem in terms of interim rules.

Given a mechanism pp, aq, its interim rules are deĄned for all t P T by

P ptq :“ Et´i,srpipt, t´i, sqs

Aptq :“ Et´i,sraipt, t´i, sqs.

We say that p induces P and a induces A.

We begin by simplifying the Bayesian incentive compatibility constraints. First, since

uipt
1q ą 0 for all i P N and all t1 P T , uipt

1q cancels from both sides of equation (1) above.

Thus, a mechanism is BIC if and only if, for all t, t1 P T ,

Et´i,srpipt
1, t´i, sqs ě Et´i,srpipt, t´i, sqp1 ´ aipt, t´i, sqqs (2)

We want to formulate this inequality only in terms of interim rules but cannot do so

directly (for example, Et´i,srpipt, t´i, sqaipt, t´i, sqs ‰ P ptqAptq in general). However, note

that once the random variable s is drawn either pipt, sq is one or zero. If pipt, t´i, sq “ 0

then there is no need to audit agent i at pt, t´i, sq because he cannot be penalized if he

lied. Hence to achieve truth-telling only agents that are scheduled to get an object need

to be audited. That is, it is without loss of generality to assume that aipt, sq “ 1 only

if pipt, sq “ 1, and we will from now on restrict attention to mechanisms satisfying this

property. Using this observation, Et´i,srpipt, t´i, sqaipt, t´i, sqs “ Et´i,sraipt, t´i, sqs and

the right-hand side of (2) simpliĄes to P ptq ´ Aptq.

These observations imply the following characterization of Bayesian incentive compat-

ibility.

4That is, we focus in the following on mechanisms satisfying, for all t and permutations σ, Esrpipt, sqs “

Esrpσpiqptσ, sqs, and similarly for a and pa.

6



Lemma 1. A symmetric mechanism pp, aq is BIC if and only if its interim rules pP, Aq

satisfy, for all t P T ,

Aptq ě P ptq ´ inf
t1PT

P pt1q. (3)

To formulate the principalŠs problem with interim rules, we introduce the following

deĄnition.

DeĄnition 2. An audit rule a is feasible given an allocation rule p if aipt, sq ď pipt, sq

for all i P N , t P T , and s P r0, 1s. A pair of interim rules pP, Aq is feasible if there exists

an allocation rule p and an audit rule a which is feasible given p that induce pP, Aq.

We can now reformulate the principalŠs problem as follows:

max
P,A

nEtrP ptqts (Opt)

s.t. pP, Aq is feasible and

Aptq ě P ptq ´ inf
t1PT

P pt1q for all t P T.

3 Optimal mechanism

In this section we deĄne the class of merit-with-guarantee rules and show that an optimal

mechanism can always be found in this class.

3.1 Finding the optimal interim rules

To build some intuition for the optimal mechanism, we start by discussing possible al-

location rules that the principal could (or couldnŠt) use. The Ąrst best allocation rule

allocates objects to the agents with the m highest types. However, if only k ă m agents

can be veriĄed, this rule cannot be part of an incentive-compatible mechanism: the lowest

possible type would receive an object with probability zero by being truthful, but would

receive one with positive probability by reporting some higher type since not every agent

getting an object can be veriĄed. One possibility to create an incentive-compatible mech-

anism is to reduce the number of objects that are allocated ŞefficientlyŤ; for example,

the principal could verify agents sending the k highest reports and allocate an object to

the agent if he was truthful. The remaining m ´ k objects could be allocated randomly

among the agents that did not send one of the k highest reports. Note that the incentive

constraints are slack in this mechanism: any misreport can only change the allocation if

the misreport is among the k highest reports. However, in that case, the report is veriĄed

for sure and by misreporting there is a zero probability of obtaining an object, whereas

the probability of receiving an object would be strictly positive by being truthful.
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The fact that incentive constraints are slack implies that the principal can improve

this mechanism. One possibility to do so is to (sometimes) allocate k ` 1 or more objects

efficiently while allocating the remaining ones randomly. Since incentive constraints were

previously slack, they will still be satisĄed if the expected number of objects that are

allocated efficiently is not too large. In fact, the mechanism can further be improved by

introducing a cutoff and allocating to the agents with the m highest reports as long as

these reports are above the cutoff; k of these reports are veriĄed, and all remaining objects

are allocated randomly among agents with reports below the cutoff. This mechanism is

incentive-compatible as long as the cutoff is high enough and we will see that the optimal

mechanism shares similar features. We will show that this mechanism can be further

improved by introducing a second, lower cutoff: An agent then gets an object if he reports

above the high cutoff and his report is among the m highest ones, or if his report lies

between the two cutoffs and his report is among the k highest ones. The principal veriĄes

k of those high reports, and all remaining objects are allocated randomly.

To describe the optimal interim rules, we start by deriving constraints that any feasible

mechanism must satisfy. These constraints (in (4), (5), and (6)) are due to the limited

availability of objects and audits (for related conditions, see Border 1991). We then

construct an interim allocation rule that satisĄes the relevant constraints as equalities

and show that there is an optimal mechanism with such an interim allocation rule.

A feasibility constraint on P , which stems from at most m objects being available, is

that for any type t,

n

ż

1

t

P pxq dF pxq ď callopF ptqq (4)

where

callopqq :“
n
ÿ

i“1

minti, mu

ˆ

n

i

˙

p1 ´ qqiqn´i.

To see this, note that the left-hand side denotes the expected number of agents with a

type above t that are assigned an object. For any i P t1, . . . , nu, the probability that

there are i agents with a type above t is
`

n

i

˘

p1 ´ F ptqqiF ptqn´i, and at most minti, mu of

these agents can be assigned an object. By summing over i, we obtain (on the right-hand

side) an upper bound on the expected number of agents with a type above t that can be

assigned an object, and the inequality follows.

We have seen in Lemma 1 that whether a mechanism is BIC depends in particular on

the lowest probability with which some type obtains an object; for an interim allocation

rule P , let therefore φ :“ inft1 P pt1q. We then obtain that for any type t,

n

ż

1

t

P pxq dF pxq ď cic
φ pF ptqq, (5)

where

cic
φ pqq :“ m ´ nqφ.
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Similarly to inequality (4), the left-hand side in (5) denotes the expected number of

agents with a type above t receiving an object. Because there are m objects and since in

expectation nF ptq agents have a type below t and each of them receives an object with a

probability of at least φ, the inequality follows.

Since at most k audits are available, we obtain in analogy with inequality (4) the

following feasibility constraint on A that must hold for all types t:

n

ż

1

t

Apxq dF pxq ď
n
ÿ

i“1

minti, ku

ˆ

n

i

˙

p1 ´ F ptqqiF ptqn´i.

Lemma 1 implies that if pP, Aq is BIC then Aptq ě P ptq ´ inft1 P pt1q. Plugging this into

the inequality above and setting φ :“ inft1 P pt1q, we obtain that for any type t,

n

ż

1

t

P pxq dF pxq ď caud
φ pF ptqq, (6)

where

caud
φ pqq :“

n
ÿ

i“1

minti, ku

ˆ

n

i

˙

p1 ´ qqiqn´i ` np1 ´ qqφ.

Finally, we combine the constraints in inequalities (4), (5), and (6) to obtain

n

ż

1

t

P pxq dF pxq ď cφpF ptqq :“ mintcallopF ptqq, caud
φ pF ptqq, cic

φ pF ptqqu. (7)

One can view inequality (7) as being parametrized by φ; any feasible and BIC pair of

interim rules pP, Aq with infq1 P pq1q “ φ must satisfy this parametrized inequality (7). We

deĄne Callo to be the set of types for which callo
φ is the binding constraint,

Callo :“ tt P T : callopF ptqq ď caud
φ pF ptqq and callopF ptqq ď cic

φ pF ptqqu,

and Caud and Cic are deĄned analogously.5

Figure 1 illustrates by plotting the right-hand sides of (4), (5), and (6). The black

curve is the lower envelope and corresponds to the right-hand side of (7).

For any 0 ď φ ď m
n

, we deĄne a pair pP, Aq of interim rules that satisĄes (7) as an

equality and therefore, in a suitable sense, allocates as much as possible to high types.

DeĄnition 3. Given 0 ď φ ď m
n

, the merit-with-guarantee rule is given by the interim

allocation rule6

P ptq :“ ´
1

n
c1

φpF ptqq, (8)

and the interim audit rule

Aptq :“ P ptq ´ φ. (9)

5Since caud
ϕ is concave, cic

ϕ is linear, and caud
ϕ p0q ě cic

ϕ p0q whenever φ ě m´k
n

, Cic is an interval starting

at 0. It can also be shown that Caud is always an interval and that Callo consists of at most two intervals

with an endpoint of 1 (see Lemma 7 for the complete description).
6At points where c is not differentiable, we use the right-derivative.
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Figure 1: Necessary constraints

We will show below that this interim allocation rule can be implemented as follows:

An agent reporting a type in Callo obtains an object if and only if his report is among

the m highest ones (presuming he is not caught lying), which corresponds to the efficient

allocation rule. An agent reporting a type in Caud obtains an object if his report is among

the k highest ones (again, presuming he is not caught lying). All remaining agents and

objects enter a lottery, which ensures that each type has an interim probability of getting

an object that is at least φ. We will see that by selecting k of the high reports for an

audit, such an allocation rule is part of an incentive-compatible mechanism.

We can now state our main result.

Theorem 1. A merit-with-guarantee rule maximizes the principalŠs expected utility.

We provide a proof sketch in Section 4 and relegate all technical details to the appendix.

To obtain intuition for the result, we argue below that no feasible mechanism can allocate

more objects to high types than the allocation rule of some merit-with-guarantee rule.

The main argument in the proof of Theorem 1 is then to establish that there indeed

exists a feasible BIC mechanism pp, aq corresponding to a merit-with-guarantee rule.

To obtain insights into why a merit-with-guarantee rule is optimal for the principal,

consider an alternative feasible mechanism with interim allocation rule P̃ that satisĄes

10



Figure 2: Illustrating the optimal mechanism

inf P̃ ě φ. Then the probability that an agent with type above t obtains an object under

P̃ is at most the right-hand side of (7). In the upper panel of Figure 2, the lower curve,

denoted by c̃, shows the left-hand side of (7) for the alternative interim allocation rule

P̃ . Note that the derivative of this curve (multiplied at each t by ´ 1

nfptq
) is the interim

probability with which a given agent with type t receives an object. This interim rule is

shown in the lower panel alongside the interim allocation rule for the merit-with-guarantee

rule. It follows that the interim allocation rule of any feasible mechanism satisfying

inf P̃ ě φ will be less likely to allocate to a high type than the interim allocation rule of

a merit-with-guarantee rule. This implies that a merit-with-guarantee rule is optimal if

one can always construct allocation and audit rules implementing such rules.

The class of merit-with-guarantee rules is parameterized by the one-dimensional pa-

rameter φ P r0, m
n

s, which determines the probability with which the lowest type obtains

an object. Which values of φ can be optimal? First, since there are only m objects, φ can

be at most m
n

. Second, for all values φ ă m´k
n

the constraint cic
φ lies always above caud

φ .

This can be seen in Figure 1 by noting that for any φ ă m´k
n

we have that cic
φ p0q ą caud

φ p0q,

and that caud
φ p¨q decreases faster than cic

φ p¨q. Note further that B
Bφ

caud
φ pqq ą 0, which im-

plies that a higher value of φ relaxes the constraint caud
φ . Thus, for any parameter value

of φ ă m´k
n

, by increasing φ we obtain another merit-with-guarantee rule that dominates
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the previous one in a Ąrst-order stochastic dominance sense. Therefore, the optimal choice

of φ is at least m´k
n

. In Subsection 3.3, we provide a Ąrst-order condition for the optimal

choice of φ.

By restricting attention to values of φ that can be optimal we obtain the following

explicit description of when each constraint in (7) is binding.

Corollary 1. Suppose φ P rm´k
n

, m
n

s. Then there are numbers γ1, γ2, γ3 such that 0 ď

γ1 ď γ2 ď γ3 ď 1 and the following conditions hold:

callopF ptqq ď caud
φ pF ptqq and callopF ptqq ď cic

φ pF ptqq for all t P rγ1, γ2q Y rγ3, 1s

caud
φ pF ptqq ď callopF ptqq and caud

φ pF ptqq ď cic
φ pF ptqq for all t P rγ2, γ3s

cic
φ pF ptqq ď callopF ptqq and cic

φ pF ptqq ď caud
φ pF ptqq for all t P r0, γ1s.

Figure 3 illustrates how the merit-with-guarantee rule allocates depending on which

upper bound in (7) is binding. The type space is partitioned into three regions Callo, Caud,

and Cic, and on each region a particular allocation rule is used. Corollary 1 establishes that

each region is an interval (except possibly Callo, which can be a union of two intervals).7

0 1

γ1 γ2 γ3

Cic Callo Caud Callo

Figure 3: Illustrating optimal mechanism: cutoffs

3.2 How to induce the optimal allocation rule

In this subsection, we describe an allocation rule that induces the optimal interim al-

location rule P described in DeĄnition 3; this allocation rule consists of a merit-based

allocation and a lottery-based allocation.

DeĄnition 4. Given Callo and Caud, the merit-based allocation pm : T Ñ R
n is deĄned

as follows: pm
i ptq “ 1 if tj ‰ tk for all j ‰ k, and either piq ti P Callo and ti is among

the m highest reports, or piiq ti P Caud and ti is among the k highest reports; otherwise

pm
i ptq “ 0.8

7See Lemma 7 in Appendix A.4 for the complete characterization of which constraint is binding, for

all feasible values of φ.
8For simplicity, we specify that no objects are allocated in case of a tie, which yields a symmetric

and deterministic allocation rule. Because ties have probability 0, this does not affect interim rules and

expected payoffs.
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To illustrate the merit-based allocation, consider the interim allocation rule shown in

Figure 2. There are two cutoffs, γ1 and γ3, such that Callo “ rγ3, 1s, Caud “ rγ1, γ3s, and

Cic “ r0, γ1s.9 Accordingly, the merit-based allocation assigns an object to every agent

whose type is among the m highest ones and above γ3 and to every agent whose type is

among the k highest ones and between γ1 and γ3.

We now argue that the merit-based allocation induces P on Callo: By allocating all

objects to the m agents with the highest types as long as these lie in Callo, the expected

number of agents with a type t P rγ3, 1s who obtain an object is

n
ÿ

i“1

minti, mu

ˆ

n

i

˙

p1 ´ F ptqqiF ptqn´i,

which equals callopF ptqq. Therefore, inequality (4) is binding for all t ě γ3 for the interim

allocation rule induced by merit-based allocation. We conclude that the merit-based

allocation induces P on Callo.

One can show along similar lines that the merit-based allocation induces P ´ φ on

Caud. Observe that a merit-based allocation does not allocate all m objects if less than m

agents have a type in Callo. To Ąnd an allocation rule that induces P for all types, we need

to supplement the merit-based allocation with a second-stage allocation that allocates the

remaining objects to agents that did not get an object under the merit-based allocation

and such that each agent with a type in Caud Y Cic gets an object in the second-stage

allocation with probability φ. We say an allocation rule is lottery-based if it allocates the

remaining objects in this way. Note that allocating the remaining objects uniformly at

random among agents with types in Caud Y Cic that did not get an object in the merit-

based allocation does not yield the desired interim allocation in general because higher

types in Caud are less likely to remain eligible for the second-stage allocation (they are

more likely to receive an object under the merit-based allocation). However, we show that

inequalities (4)Ű(6) ensure that such a lottery-based allocation exists:

Proposition 1. There is a lottery-based allocation rule pℓ that, together with the merit-

based allocation rule pm, induces P . That is, pm ` pℓ is feasible and induces P .

With the allocation rule at hand, we can see that it is not implementable in dominant

strategies or even as an ex-post Nash equilibrium. The following remark formalizes this.

Remark 1. The optimal BIC mechanism cannot be implemented to satisfy ex-post incen-

tive constraints. To see this, note that on Callo there is an essentially unique allocation

rule that implements P , namely to allocate m objects efficiently. Now Ąx an agent i and a

type proĄle t such that m other agents have a type in Callo above ti. If agent i is truthful,

he will not get an object. If he claims to be a high type, he will get an object whenever he

is not veriĄed. Since not all m agents can get veriĄed, there is a proĄtable deviation.
9In the example above note that γ1 “ γ2.
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3.3 Finding the optimal allocation guarantee

Theorem 1 shows that the optimal mechanism lies in the class of merit-with-guarantee

rules. The only remaining optimization problem is to establish the value of φ that maxi-

mizes the expected payoff for the principal. In Section 3.1 we concluded that any optimal

value of φ must be at least m´k
n

. Thus, by Corollary 1 we can write the principalŠs payoff

from using a merit-with-guarantee rule with parameter φ as,

Upφq :“

ż γ1pφq

0

´
1

n
cic1

φ pF ptqqt dF ptq `

ż γ2pφq

γ1pφq

´
1

n
callo1

pF ptqqt dF ptq

`

ż γ3pφq

γ2pφq

´
1

n
caud1

φ pF ptqqt dF ptq `

ż

1

γ3pφq

´
1

n
callo1

pF ptqqt dF ptq

The next result shows how to Ąnd an optimal value of φ.

Proposition 2. Every optimal choice of φ must satisfy the Ąrst-order condition U 1pφq “

0, which is given by the following condition:

γ1pφqF pγ1pφqq ` γ2pφqr1 ´ F pγ2pφqqs “ γ3pφqr1 ´ F pγ3pφqqs `

ż γ1pφq

0

t dF ptq `

ż γ3pφq

γ2pφq

t dF ptq

(10)

One observation that follows from the Ąrst-order condition for φ is that for the optimal

mechanism, the Caud region is never empty: If it were empty, we would obtain γ2 “ γ3

and equation (10) would simplify to

γ1pφqF pγ1pφqq “

ż γ1pφq

0

t dF ptq. (11)

However, this condition never holds if γ1 is strictly above the lowest type (and the density

f is strictly positive on the type space).

Example 1. Suppose there are three agents, two objects to allocate, and only one agent

can be veriĄed: n “ 3, m “ 2, k “ 1. Types are distributed uniformly on r0, 1s.

We will illustrate how to use Proposition 2 to Ąnd an optimal value of φ. Finding an

optimal value of φ corresponds to determining which constraint function is binding for the

upper bound,

3

ż

1

t

P pxq dx ď cφptq “ mintcalloptq, caud
φ ptq, cic

φ ptqu.

For this example the constraint functions are the following:

calloptq “ t3 ´ 3t2 ` 2, caud
φ ptq “ ´t3 ´ 3φt ` 1 ` 3φ, and cic

φ ptq “ 2 ´ 3φt,
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where the optimal value of φ lies in r1

3
, 2

3
s. It can be established that in this example

Callo “ rγ3, 1s, giving us the following structure of the merit-with-guarantee rule:

P ptq “

$

’

’

’

&

’

’

’

%

φ , for t P r0, γ1pφqq

t2 ` φ , for t P rγ2pφq, γ3pφqq

2t ´ t2 , for t P rγ3pφq, 1s.

The expected per-agent payoff for the principal as a function of φ is

Upφq “

ż γ1pφq

0

φt dt `

ż γ3pφq

γ2pφq

t3 ` φt dt `

ż

1

γ3pφq

2t2 ´ t3 dt.

Using Proposition 2 we have the following condition for φ to be optimal:

γ1pφq “ γ3pφqr1 ´ γ3pφqs `

ż γ3pφq

0

t dt.

Solving this equation gives us the optimal value of φ˚ “ 0.34764 and an expected payoff of

1.223. This can be compared with the expected payoff of 1 from using a random allocation

rule where all agents gets an object with an equal probability of 1

3
. Another comparison is

with the Ąrst best mechanism that always allocates the two objects to the agents with the

highest types yielding an expected payoff of 1.25.

4 Why a merit-with-guarantee rule is optimal

We next discuss the feasibility constraintsŮimplying that the principal can allocate at

most m objects and learn the types of at most k agentsŮin terms of interim rules. Recall

that we consider only symmetric interim rules throughout and that for P to be feasible

there must exist an allocation rule p with P ptq “ Et´i,srpipt, t´i, sqs for each t P T . To

formally state the constraints for P to be feasible, we need some notation. Given E Ď T ,

let Ipt, Eq :“ ti P N |ti P Eu denote the set of agents with types in E that are compatible

with t.

Lemma 2. An interim allocation rule P is feasible if and only if for all Borel sets E Ď T ,

n

ż

E

P ptiqdF ptiq ď

ż

mintIpt, Eq, mudF ptq. (12)

Moreover, if P is non-decreasing, it is enough to check this inequality for sets E of the

form E “ re, 1s.

Lemma 2, which follows immediately from Corollary 4(ii) in Che et al. (2013), char-

acterizes when an interim allocation rule is feasible.
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Note that for an interim audit rule A to be feasible there must exist an audit rule

a with Aptq “ Et´i,sraipt, t´i, sqs for each t P T , and apt, sq ď ppt, sq, for the speciĄc p

that induces P . We imposed the latter constraint apt, sq ď ppt, sq, since this simpliĄed

our characterization of incentive compatibility. However, this additional constraint com-

plicates the characterization of which interim audit rules are feasible given an allocation

rule. To state the characterization, let p be a symmetric and deterministic allocation

rule.10 DeĄne for every E Ď T and every t P T , Jppt, Eq :“ ti P N |ti P E and piptq “ 1u.

Lemma 3. An interim audit rule A is feasible given a symmetric and deterministic ex-

post allocation rule p if and only if for all Borel sets E Ď T ,

n

ż

E

AptiqdF ptiq ď

ż

mint|Jppt, Eq|, kudF ptq. (13)

Observe that the condition apt, sq ď ppt, sq imposes constraints on which agents can

be audited. Che et al. (2013) develop a powerful approach to characterize feasible interim

rules that allow for complicated constraints on which subsets of agents can obtain an

object based on their identities (for example, allowing for a constraint that at least one

object is allocated to agents in t1, 2u etc.). We cannot use their results directly because

the set of agents that can be audited depends not only on the identity of the agents but

also on the realized type proĄle. However, adapting the proof technique used in Che et al.

(2013) we obtain the above characterization of feasible interim audit rules.

We now simplify the principalŠs problem (Opt). First, we formulate a parametrized

linear problem by replacing the incentive constraint by Aptq ě P ptq ´ φ, where φ is a

parameter. Second, we can assume that this constraint is always binding, i.e., for all t it

holds that Aptq “ P ptq ´ φ, because we can always lower the audit probability without

violating any other constraint or changing the objective value. Finally, we have already

argued that (7) is a necessary condition for P to be feasible for problem (Opt), and we

only impose this necessary condition to obtain the following problem:

max
P

nEtrP ptqts (R)

s. t. n

ż

1

t

P pxqdF pxq ď cφpF ptqq for all t P T (14)

φ ď P ptq for all t P T (15)

We show that for any parameter φ, this relaxed problem (R) is solved by a merit-

with-guarantee rule.

Lemma 4. There is a merit-with-guarantee allocation rule that solves problem (R).

10With slight abuse of notation, we will drop the realization of the randomization device as an argument

whenever it plays no role.
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The optimization problem (R) is indeed a relaxation of the principalŠs original problem

(Opt). Because take any solution to the original problem pP ˚, A˚q and let φ :“ inft1 P ˚pt1q.

Then P ˚ is feasible for the problem (R) for the parametrization φ and the objective value

coincides with the solution pP ˚, A˚q in the original problem (Opt). This gives a lower

bound on the objective value in the relaxed problem (R). Therefore, if a merit-with-

guarantee rule, the solution to the relaxed problem, also is feasible in the original problem,

it has to be the optimal mechanism for the principal.

What remains to prove is that the solution to problem (R) together with its associ-

ated audit rule is a feasible solution for the original problem (Opt). Thereby, implying

that a merit-with-guarantee rule solves the original problem and is therefore the optimal

mechanism for the principal. The difficulty here lies in showing that there exists a pair

pp, aq of feasible allocation and audit rules inducing the merit-with-guarantee rule. To do

this we begin with establishing a Border-like result, Lemma 5, on the feasibility of interim

rules with type-dependent ex-post constraints. This result is required both to prove the

existence of the lottery rule pℓ given the merit rule pm, and the audit rule a. For the

lottery rule pℓ the number of objects available at the lottery stage varies across different

proĄles t and an agent with a type in Caud is only eligible to enter the lottery if he has

not yet been allocated an object. Similarly, to prove the feasibility of the interim audit

rule we require type-dependent ex-post constraints, Lemma 3 provides the precise result

we need.

Although the merit-with-guarantee interim rules are monotone, it does not suffice to

check feasibility constraints in Lemma 3 and 5 only for upper sets. This is because the

number of objects available to allocate (or the number of audits available) is effectively

dependent on the type proĄle: how many objects are allocated in the merit stage depends

on the type proĄle, and therefore the number of objects available in the lottery stage;

similarly, because our formulation of incentive compatibility assumes that only agents

receiving an object can be audited, the number of audits that can be conducted depends

on the type proĄle. If the number of objects is type-dependent, it is not sufficient to check

the border constraints only for upper sets.11

11Indeed, consider an example with two agents and two types each, T “ tt, tu with t ă t. Types are

iid and both types are equally likely. Further, all agents can be assigned at most one object at all type

proĄles but the number of objects available at a given type proĄle varies. The following table speciĄes

how many objects are available:

t
2

t2

t
1

0 1

t1 2 0

Now, consider the following monotone interim rule P1pt
1
q “ P1pt1q “ P2pt

2
q “ 0.25 and P2pt2q “ 0.5.

One can verify that the Border constraints are satisĄed for all upper sets, but violated for the set tt,1 t2u.

Thus, the interim rule is not feasible.
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5 Conclusion

We have analyzed the problem of allocating m identical objects when only k checks are

available to verify agentsŠ private information and monetary transfers cannot be used.

The merit-with-guarantee rule maximizes the expected value from allocating the objects.

This mechanism combines an efficient allocation rule that allocates to agents with high

types, the merit-based part, with a second-stage lottery. A merit-with-guarantee rule

is parametrized by a guarantee φ which determines the expected probability of winning

an object at the lottery stage. We provide a Ąrst-order condition that helps to Ąnd the

optimal guarantee φ.

Our model takes as given that there is a Ąxed number k of checks available to the

principal. Suppose instead that we could add checks at a cost before constructing the

optimal mechanism. An interesting question to ask is what is the optimal number of

checks given a cost function for adding additional checks?

There are other environments where capacity-constrained veriĄcation may arise. For

instance, consider a situation where agents arrive sequentially over time and at each time

an allocation decision together with a veriĄcation decision has to be made. Suppose

further that there is a Ąnite time horizon, a given number of objects to allocate, and a

Ąxed number of checks that can be carried out over the whole time period. This is one

example of another model where capacity-constrained veriĄcation may arise naturally.

Questions about the structure of optimal mechanisms in such a dynamic setting would

be interesting to study. Another example is collective decisions with capacity-constrained

veriĄcation. These are also settings where a Ąxed number of checks can be the relevant

constraint on the veriĄcation technology.
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A Appendix

A.1 Characterization of BIC mechanisms

Proof of Lemma 1. Let i P N . By deĄnition of BIC a mechanism pp, aq in equation (1)

and the fact that uiptiq ą 0 for all ti P T we get that agent i with type ti P T has no

incentive to deviate if and only if, for all t1
i P T ,

Et´i,srpipti, t´i, sqs ě Et´i,srpipt
1
i, t´i, sqr1 ´ aipt

1
i, t´i, sqss. (16)

Since aipt, sq “ 1 only if pipt, sq “ 1, the right-hand side equals P pt1
iq ´ Apt1

iq. Since (16)

is required to hold for all ti P T , it must in particular hold for the inĄmum over T . Thus,

DeĄnition 1 of BIC is equivalent to the equation in Lemma 1.

A.2 Characterization of feasible interim rules with type-dependent

ex-post constraints

We need to introduce some notation and deĄnitions that we will use throughout the

appendix.

In contrast to the standard union the disjoint union indexes each element by the set

it comes from. That is, for D1, D2 Ď r0, 1s, the disjoint union is deĄned as D1 \ D2 :“

tpt, 1q|t P D1u Y tpt, 2q|t P D2u, and analogously for disjoint unions of n sets.

The next lemma characterizes interim rules in our setting with type-dependent ex-

post constraints. SpeciĄcally, we assume that if type proĄle t realizes, hptq objects can

be allocated. Moreover, we assume only agents in the set Jptq can get an object. An

allocation rule p “ ppiqiPN : T Ñ r0, 1sn is feasible if, for all t P T ,
ř

i piptq ď hptq and

piptq ą 0 implies i P Jptq. To formulate the lemma we need to consider asymmetric

settings with cdfs Fi : Ti Ñ r0, 1s and deĄning correspondingly asymmetric interim rules

Pi : Ti Ñ r0, 1s where Piptq :“ Et´i
rpipt, t´iqs.

Lemma 5. Let hptq be the total number of objects available, and let Jptq denote the set of

agents that can receive an object, which can both depend on the realized type proĄle. There

is a feasible allocation rule p “ ppiqiPN inducing an interim allocation rule P “ pPiqiPN if

and only if, for all sets E “
Ů

iPN

Ei, where each Ei is a Borel subset of Ti,

ÿ

i

ż

Ei

PiptqdFiptq ď

ż

mint|Jptq X Ipt, Eq|, hptqudF ptq.

We show that the same arguments as in Che et al. (2013) establish the claim even

with type-dependent constraints as in Lemma 5. Alternatively, the result follows from a

recent result in Valenzuela-Stookey (2023, Theorem 5 for Ąnitely many types) combined

with an approximation argument.
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Proof of Lemma 5. We Ąrst prove the result for Ąnite type spaces and then extend the

result to continuous type spaces via an approximation argument. To this end, suppose

Ąrst that T is Ąnite.

Construct a network as in Che et al. (2013, p. 2495f). The upper capacity of a supply

node is given by kpt, N 1q :“ fptq mint|Ipt, N 1 X Dq X Jptq|, hptqu. All lower capacities are

set to 0, and all remaining capacities are deĄned as in Che et al. (2013).

Next, verify that k is submodular. To do so, it is enough to show that for any

N 1 Ă N2 Ă N , and n P NzN2,

kpt, N 1 Y tnuq ´ kpt, N 1q ě kpt, N2 Y tnuq ´ kpt, N2q,

which is equivalent to

mint|Ipt, pN 1 Y tnuq X Dq X Jptq|, hptqu ´ mint|Ipt, N 1 X Dq X Jptq|, hptqu ě

mint|Ipt, pN2 Y tnuq X Dq X Jptq|, hptqu ´ mint|Ipt, N2 X Dq X Jptq|, hptqu.

Note that the right-hand side of this inequality takes on the value 0 or 1. If it takes on the

value 1, then the left-hand side must also take on the value 1, and the inequality follows.

Therefore, analogous to Theorem 1 in Che et al. (2013), it follows that an interim rule

P is feasible if and only if there is a feasible Ćow. Since k is submodular, the constraints

are paramodular, and the same argument as in their Theorem 3 completes the proof.

Finally, the approximation argument used to prove Theorem 5 in Che et al. (2013)

establishes the conclusion for our setting with inĄnitely many types.

A.3 A merit-with-guarantee allocation rule solves the relaxed

problem

Proof of Lemma 4 . Note that callop1q “ caud
φ p1q “ 0, callop0q “ cic

φ p0q “ m, and all ciŠs are

non-decreasing and concave. Hence, c is concave and P is well-deĄned and non-decreasing.

Step 1: Feasibility

Given arbitrary t P T ,

n

ż

1

t

P pxqdF pxq “ n

ż

1

t

p´
1

n
c1

φpF pxqqqdF pxq “ cφpF ptqq ´ cφpF p1qq. (17)

Since cφp1q “ 0, we conclude that (14) holds.

It follows from the deĄnition of cφ that c1
φp0q ď ´nφ (since callop0q “ m “ cic

φ p0q and

the derivatives of cic
φ and caud

φ are less than ´nφ). Because cφ is concave, we obtain

P ptq ” ´
1

n
c1pF ptqq ě φ

for all t P T . Thus, (15) holds, and we conclude that P is feasible for problem (R).
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Step 2: Optimality

We Ąrst argue that any feasible interim rule P̃ satisĄes n
ş

1

t
P̃ pxqdF pxq ď m ´ nφF ptq.

Indeed, since P̃ ptq ě φ for all t, (12) implies n
şt

0
φdF pxq ` n

ş

1

t
P̃ pxqdF pxq ď m, or

n

ż

1

t

P̃ pxqdF pxq ď m ´ nφF ptq. (18)

Given any feasible interim rule P̃ , we use integration by parts to get the following

upper bound for the objective function in (R):

n

ż

1

0

fptq P̃ ptq t dt

“n t

ż t

0

fpxq P̃ pxq dx

ˇ

ˇ

ˇ

ˇ

1

t“0

´ n

ż

1

0

ż t

0

fpxq P̃ pxq dx dt

“n

ż

1

0

ż

1

0

fpxq P̃ pxq dx dt ´ n

ż

1

0

ż t

0

fpxq P̃ pxq dx dt

“n

ż

1

0

ż

1

t

fpxq P̃ pxq dx dt

ď

ż

1

0

cφpF ptqqdt

where the last inequality follows from (14). It follows from (17) that the last inequality

holds as an equality for P . Therefore, P is an optimal solution to (R).

A.4 Properties of the c function and the constraint set CiŠs

Lemma 6. Let q “ F ptiq. The derivatives of callo and caud
φ are given by,

d

dq
pcallopqqq “ ´n

m´1
ÿ

j“0

ˆ

n ´ 1

j

˙

qn´1´jp1 ´ qqj (19)

d

dq
pcaud

φ pqqq “ ´n

k´1
ÿ

j“0

ˆ

n ´ 1

j

˙

qn´1´jp1 ´ qqj ´ nφ. (20)

Also, callop0q “ cic
φ p0q “ m and callop1q “ caud

φ p1q “ 0. If φ ě m´k
n

then caud
φ p0q ě callop0q.

Proof of Lemma 6. Note Ąrst that,

ż

mintp|Ipt, rti, 1sq|, mq dF ptq “
n
ÿ

i“1

minti, mu

ˆ

n

i

˙

p1 ´ qqiqn´i “ callopqq (21)

ż

mint|pIpt, rti, 1sq|, kq dF ptq “
n
ÿ

i“1

minti, ku

ˆ

n

i

˙

p1 ´ qqiqn´i “ caud
φ pqq ´ np1 ´ qqφ

(22)
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where q “ F ptiq. We will prove equality (19) for callo, and an analogous argument can be

used to prove equality (20) for caud
φ .

Let Gpi; n, ρq denote the CDF of the binomial distribution, where i is the number of

success in n independent Bernoulli trials, and ρ is the probability of success. The CDF

of the binomial distribution can be written as,

Gpi; n, ρq “ pn ´ iq

ˆ

n

i

˙
ż

1´ρ

0

tn´i´1p1 ´ tqi dt

and
BGpi; n, ρq

Bρ
“ ´pn ´ iq

ˆ

n

i

˙

p1 ´ ρqn´i´1ρi “ ´n

ˆ

n ´ 1

i

˙

p1 ´ ρqn´i´1ρi.

Now, using that the probability of success ρ “ 1 ´ F ptiq “ 1 ´ q we can express callopqq

using the binomial distribution,

callopqq “
m
ÿ

i“1

irGpi; n, 1 ´ qq ´ Gpi ´ 1; n, 1 ´ qqs ` mr1 ´ Gpm; n, 1 ´ qqs.

It then follows that,

Gpi; n, 1 ´ qq “ pn ´ iq

ˆ

n

i

˙
ż q

0

tn´i´1p1 ´ tqi dt

BGpi; n, 1 ´ qq

Bq
“ n

ˆ

n ´ 1

i

˙

qn´i´1p1 ´ qqi. (23)

To establish equation (19) that gives us the derivative of callopqq, we use induction over

the number of objects m. The claim in (19) is trivially true for m “ 1.

Induction hypothesis: d
dq

pcallopqqq “ ´n
řm´1

i“0

`

n´1

i

˘

qn´1´ip1 ´ qqi for all m.

We are going to show that if the induction hypothesis holds for m then it also holds for

m ` 1. We will show this by looking at the difference between callopq|m ` 1 objectsq and

callopq|m objectsq and then differentiating wrt to q using equation (23). That is,

callopq|m ` 1q ´ callopq|mq “
m`1
ÿ

i“1

irGpi; n, 1 ´ qq ´ Gpi ´ 1; n, 1 ´ qqs ` pm ` 1qr1 ´ Gpm ` 1; n, 1 ´ qqs

´
”

m
ÿ

i“1

irGpi; n, 1 ´ qq ´ Gpi ´ 1; n, 1 ´ qqs ` mr1 ´ Gpm; n, 1 ´ qqs
ı

“1 ´ Gpm; n, 1 ´ qq

Now, differentiating with respect to q gives,

d

dq

`

callopq|m ` 1q ´ callopq|mq
˘

“ ´
BGpm; n, 1 ´ qq

Bq
“ ´pn ´ mq

ˆ

n

m

˙

qn´m´1p1 ´ qqm

“ ´ n

ˆ

n ´ 1

m

˙

qn´m´1p1 ´ qqm.
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By the induction hypothesis, d
dq

pcallopqqq “ ´n
řm´1

i“0

`

n´1

i

˘

qn´1´ip1 ´ qqi. Thus, from the

above equality, we get that also for m ` 1 objects equation (19) holds. In an analogous

argument, also using proof by induction, we can show that equation (20) for d
dq

pcaud
φ pqqq

holds.

Note also that, callop0q “ m and caud
φ p0q “ k`nφ. Thus, caud

φ p0q ě callop0q for φ ě m´k
n

as claimed in the lemma.

Lemma 7. Let φ P r0, m
n

s. This gives us the following four different structures of the

lower envelope of c.

(1) For φ P r0, m´k
n

s there is rpφq P r0, 1s such that: caud
φ prpφqq “ calloprpφqq,

Cic “ H, Caud “ r0, rpφqs, and Callo “ rrpφq, 1s.

(2) For φ P pm´k
n

, φs there are r1pφq, r2pφq with 0 ă r1pφq ă r2pφq ă 1, and z1pφq, z2pφq P

r0, 1s such that:

caud
φ pripφqq “ callopripφqq, for i “ 1, 2, cic

φ pz1pφqq “ callopz1pφqq, cic
φ pz2pφqq “ caud

φ pz2pφqq.

(2.a) If z1pφq ă r1pφq, then

Cic “ r0, z2pφqs, Callo “ rz2pφq, r1pφqs Y rr2pφq, 1s, and Caud “ rr1pφq, r2pφqs.

(2.b) If If z1pφq ě r1pφq, then

Cic “ r0, z2pφqs, Caud “ rz2pφq, r2pφqs, and Callo “ rr2pφq, 1s.

(3) For φ P pφ, m
n

s there is z1pφq P p0, 1s such that: cic
φ pz1pφqq “ callopz1pφqq, Cic “

r0, z1pφqs, Callo “ rz1pφq, 1s, and Caud “ t1u.

Proof. Let us Ąrst look at the second derivatives of callo and caud
φ , and let q “ F ptq. It

follows from Lemma 6 that

d

dq
pcallopqqq “ ´n

m´1
ÿ

j“0

ˆ

n ´ 1

j

˙

qn´1´jp1 ´ qqj “ ´nGpm ´ 1, n ´ 1, 1 ´ qq.

Thus, we obtain that,

d2

dq2
pcallopqqq “ ´n

BGpm ´ 1, n ´ 1, 1 ´ qq

Bq
“ ´npn ´ mq

ˆ

n ´ 1

m ´ 1

˙

qn´m´1p1 ´ qqm´1

“ ´nm

ˆ

n ´ 1

m

˙

qn´m´1p1 ´ qqm´1.

Again, using Lemma 6 for caud
φ we have:

d

dq
pcaud

φ pqqq “ ´n

k´1
ÿ

j“0

ˆ

n ´ 1

j

˙

qn´1´jp1 ´ qqj ´ nφ “ ´nGpk ´ 1, n ´ 1, 1 ´ qq ´ nφ.
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Analogously to above we obtain that,

d2

dq2
pcaud

φ pqq “ ´nk

ˆ

n ´ 1

k

˙

qn´k´1p1 ´ qqk´1.

Both second derivatives are negative and we conclude that callo and caud
φ are concave

functions. Since cic
φ is a linear function, cic

φ ´ callo and cic
φ ´ caud

φ crosses zero at most once.

Since cic
φ p0q “ m “ callop0q and cic

φ p1q ě 0 “ callop1q, there is z1pφq P r0, 1s such that:

cic
φ pF ptqq ď callopF ptqq for all t P r0, z1pφqs

callopF ptqq ď cic
φ pF ptqq for all t P rz1pφq, 1s. (24)

Where, z1p0q “ 0 and z1pm
n

q “ 1 and for all other φ P p0, m
n

q we have that z1pφq P p0, 1q.

For cic
φ ´ caud

φ , there is z2pφq P r0, 1s such that:

cic
φ pF ptqq ď caud

φ pF ptqq for all t P r0, z2pφqs

caud
φ pF ptqq ď cic

φ pF ptqq for all t P rz2pφq, 1s. (25)

Where, z2pφq “ 0 if φ P r0, m´k
n

s and z2pφq P p0, 1s if φ P pm´k
n

, m
n

s. Because if φ P r0, m´k
n

s,

then caud
φ p0q ď m “ cic

φ p0q, and since we always have that d
dq

pcaud
φ pqqq ă d

dq
pcic

φ pqqq for all

q ă 1. For the other case with φ P pm´k
n

, m
n

s we have that caud
φ p0q ą m “ cic

φ p0q and

caud
φ p1q “ 0 ď cic

φ p1q implying that z2pφq P p0, 1s.

Next, let us look at callo ´ caud
φ . The difference between two concave functions can

have arbitrary many crossings. However, by examining the number of zeros of the second

derivative of callo ´ caud
φ we will show that there can be at most three zeros of callo ´ caud

φ

on r0, 1s. Now, consider the second derivative of callo ´ caud
φ ,

d2

dq2
pcallopqq ´ caud

φ pqqq “ ´nqn´m´1p1 ´ qqk´1

”

m

ˆ

n ´ 1

m

˙

p1 ´ qqm´k ´ k

ˆ

n ´ 1

k

˙

qm´k
ı

.

Note that the term in brackets is decreasing in q and, hence, d2

dq2 pcallopqq ´ caud
φ pqqq crosses

zero at most once. It follows that d
dq

pcallopqq ´ caud
φ pqqq has at most two zeros on r0, 1s,

which implies that callo ´ caud
φ has at most three zeros on r0, 1s. Since callop1q “ caud

φ p1q,

there are at most two zeros of callo ´caud
φ on r0, 1q. Note further that piq: for all φ P p0, m

n
s,

d
dq

pcallopqqq ą d
dq

pcaud
φ pqqq for q “ 1, and piiq: callopqq ď caud

φ pqq for all q close to 1. Thus,

callopqq ă caud
φ pqq for q close to 1, for any φ P p0, m

n
s.

Summarizing, there are numbers r1pφq, r2pφq P r0, 1s with r1pφq ď r2pφq such that:

callopF ptqq ď caud
φ pF ptqq for all t P r0, r1pφqs

caud
φ pF ptqq ď callopF ptqq for all t P rr1pφq, r2pφqs (26)

callopF ptqq ď caud
φ pF ptqq for all t P rr2pφq, 1s.
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Where, r1pφq “ 0 if φ P p0, m´k
n

s, since caud
φ p0q ď callop0q for φ P p0, m´k

n
s, callopqq ă caud

φ pqq

for q close to 1, and there cannot be more than two zeros of callo ´ caud
φ in p0, 1q. If φ “ 0,

then caud
φ pqq ď callopqq for all q and r1pφq “ 0 and r2pφq “ 1. Further, 0 ă r2pφq ă 1 for all

φ P p0, m
n

s since callopqq ă caud
φ pqq for small q and callop1q “ caud

φ p1q for all φ. Now, we can

fully describe the lower envelope of cpqq “ mintcic
φ pqq, caud

φ pqq, callopqqu for all φ P r0, m
n

s.

First, suppose φ P r0, m´k
n

s, then by (25) we know that caud
φ pqq ď cic

φ pqq for all q and

by (26) that r1pφq “ 0. Thus, there is Cic “ H, Caud “ r0, r2pφqs, and Callo “ rr2pφq, 1s,

as desired.

Let us instead look at when φ P pm´k
n

, m
n

s. Recall Ąrst that caud
φ p0q ą m “ callop0q

and caud
φ pqq ą callopqq for q close to 1. Suppose that is at least one q P p0, 1q with

caud
φ pqq ă callopqq. Then there must be exactly two zeros of callo ´ caud

φ in p0, 1q. That is,

there is r1pφq P p0, 1q and r2pφq P p0, 1q with r1pφq ă r2pφq, and caud
φ pripφqq “ callopripφqq,

for i “ 1, 2. Further, if r1pφq ă z1pφq then r1pφq ď z2pφq ă z1pφq, and if r1pφq ď z1pφq,

then r1pφq ď z2pφq ď z1pφq. This corresponds to case p2.aq and p2.bq, respectively.

Since caud
φ is increasing in φ it is possible that for some φ, caud

φ pqq ě callopqq for all

q ă 1. That is, there is no interior zero of callo ´ caud
φ for all φ ě φ, as desired.

A.5 The sum of two allocation rules pm ` pℓ induces P

We say that the disjoint union D1 \ ¨ ¨ ¨ \ Dn is symmetric if Di “ Dj for all i, j. Let H

be a set. A function f : 2H Ñ R is symmetric if for all D1 \ ¨ ¨ ¨ \ Dn and i, j,

fpD1 \ ¨ ¨ ¨ \ Di \ ¨ ¨ ¨ \ Dj \ ¨ ¨ ¨ \ Dnq “ fpD1 \ ¨ ¨ ¨ \ Dj \ ¨ ¨ ¨ \ Di \ ¨ ¨ ¨ \ Dnq.

Lemma 8. Let H :“
Ů

ir0, 1s and BpHq denote the subsets H1 \...\Hn of H such that Hi

is a Borel subset of r0, 1s for each i. Let f : BpHq Ñ R be supermodular12 and symmetric.

Consider G Ď BpHq that is closed under permutations, unions, and intersections.

If D1 \ ... \ Dn P G maximizes f on BpHq then there is D1 \ D1 \ ... \ D1 P G that

also maximizes f . In particular, there is a symmetric maximizer.

Proof. Let D1 \ ¨ ¨ ¨ \ Dn P G be a maximizer of f . Either

fppD1 X D2q \ pD1 X D2q \ D3 \ ¨ ¨ ¨ \ Dnq ě fpD1 \ D2 \ D3 \ ¨ ¨ ¨ \ Dnq

or

fppD1 X D2q \ pD1 X D2q \ D3 \ ¨ ¨ ¨ \ Dnq ă fpD1 \ D2 \ D3 \ ¨ ¨ ¨ \ Dnq

“fpD2 \ D1 \ D3 \ ¨ ¨ ¨ \ Dnq

12A function f : BpHq Ñ R is supermodular if X, Y, Z P BpHq, X Ď Y , and Z Ď HzY imply

fpX Y Zq ´ fpXq ď fpY Y Zq ´ fpY q.
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where the equality uses symmetry of f .

In the latter case, by denoting X “ pD1 X D2q \ pD1 X D2q \ D3 \ ¨ ¨ ¨ \ Dn, Y “

D1 \ D2 \ D3 \ ¨ ¨ ¨ \ Dn and Z “ pD2zD1q \ pD1zD2q \ H \ ¨ ¨ ¨ \ H, we obtain

fpXq ă fpY q. By supermodularity, fpX Y Zq ´ fpXq ď fpY Y Zq ´ fpY q, which together

with fpXq ă fpY q and symmetry of f implies

fpY q “ fpX Y Zq ď fpY Y Zq “ fppD2 Y D1q \ pD1 Y D2q \ D3... \ Dnqq.

Hence,

fpD1 \ D2 \ D3 \ ¨ ¨ ¨ \ Dnq ď fppD2 Y D1q \ pD1 Y D2q \ D3 \ ¨ ¨ ¨ \ Dnq.

Since G is closed under permutations, intersections, and unions, pD1 X D2q \ pD1 X

D2q \ D3 \ ¨ ¨ ¨ \ Dnq P G and pD2 Y D1q \ pD1 Y D2q \ D3 \ ¨ ¨ ¨ \ Dn P G. Repeatedly

applying this argument yields the conclusion.

Lemma 9. The reduced form of pm is P ´ φ1CaudYCic.

Proof. Note that for type ti P Callo with quantile q “ F ptiq, the probability that i obtains

an object under allocation rule pm equals the probability that there are at most m ´ 1

others with types above ti. Using the deĄnition of P and Lemma 6, this yields

Et´i
rpm

i pti, t´iqs “
m´1
ÿ

j“0

ˆ

n ´ 1

j

˙

F ptiq
n´1´jp1 ´ F ptiqqj “ P ptiq.

If ti P Caud, the probability that i obtains an object under allocation rule pm equals

the probability that there are at most k ´ 1 others with types above ti. Again using the

deĄnition of P and Lemma 6, this yields

Et´i
rpm

i pti, t´iqs “
k´1
ÿ

j“0

ˆ

n ´ 1

j

˙

F ptiq
n´1´jp1 ´ F ptiqqj “ P ptiq ´ φ.

Finally, if ti P Cic we get

Et´i
rpm

i pti, t´iqs “ 0 “ P ptiq ´ φ.

Lemma 10. There is an ex-post allocation rule pℓ : T Ñ R
n allocating the objects not

already allocated under pm that induces the interim rule φ1CaudYCic.

Proof. By Lemma 5, it is sufficient to check the following inequality:

ÿ

i

ż

Ei

φ1CaudYCicdF ptiq ď

ż

min

#

ÿ

iPIpt,E1,...,Enq

1 ´ pm
i ptq, m ´

ÿ

i

pm
i ptq

+

dF ptq (27)
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Further, it is sufficient to show this inequality for sets satisfying Ei Ď Cic Y Caud

because the right-hand side is increasing in Ei and the left-hand side only depends on

Ei X pCic Y Caudq.

We now argue that it is sufficient to check the inequality for sets pE1, ..., Enq where

for each j there is γj P rγ2, γ3s such that Ej “ rγj, γ3s or Ej “ Cic Y rγj, γ3s. A simple

rewriting shows that inequality (27) above is satisĄed if the following inequality holds for

any pE1, ..., Enq:

ÿ

j‰i

ż

Ej

φ1tjPCaudYCicdF ptjq

´

ż

T

min

#

ÿ

jPIpt,E1,...,Enqztiu

1 ´ pm
j ptq, m ´

ÿ

j

pm
j ptq

+

dF ptq

`

ż

Ei

φ1tiPCaudYCicdF ptiq

`

ż

Ei

ż

T ´i

mint
ÿ

jPIpt,E1,...,Enqztiu

1 ´ pm
j ptq, m ´

ÿ

j

pm
j ptqu

´ mint
ÿ

jPIpt,E1,...,Enq

1 ´ pm
j ptq, m ´

ÿ

j

pm
j ptqu dF ptq

ď 0. (28)

The fourth and Ąfth lines can be written as

´

ż

Ei

ż

T ´i

1pm
i

ptq“0 and
ř

jPIpt,E1,...,Enq 1´pm
j

ptqďm´
ř

j pm
j

ptq dF ptq.

This implies that to maximize the LHS (i) either all or nothing of Cic should be included

(because the integrands of the third and fourth line are independent of ti as ti varies over

Cic); (ii) whenever it is optimal to include a type ti P Caud, then it is optimal to include

all higher types t1
i P Caud (if pm

i pti, t´iq “ 1 then pm
i pt1

i, t´iq “ 1 and the indicator is 0

in either case; if pm
i pti, t´iq “ 0 and pm

i pt1
i, , t´iq “ 1 then the indicator function changes

from ´1 to 0 if anything; if pm
i pti, t´iq “ 0 and pm

i pt1
i, t´iq “ 0 then the allocation of other

agents is not changed and the indicator stays constant). We conclude that it is sufficient

to check the inequality for sets pE1, ..., Enq where for each j there is γj P rγ2, γ3s such that

Ej “ rγj, γ3s or Ej “ Cic Y rγj, γ3s.

We now argue that we can assume, in addition, Ej “ Ei for all i, j. To apply Lemma

8, denote the left-hand side of (28) as fpE1 \ ... \ Enq. It can be veriĄed that f is

symmetric and supermodular. Also, let G Ď BpHq be the collection of subsets of the form

E1 \ ... \ En, where for each j, Ej “ rγj, γ3s or Ej “ Cic Y rγj, γ3s for some γj P rγ2, γ3s.

Note that G is closed under permutations, intersections, and unions. Lemma 8 then

implies that if fpE1 \ ... \ Enq ą 0 for E1 \ ... \ En P G then there is E \ ... \ E P G

with fpE \ ... \ Eq ą 0. Hence, it is sufficient to check the inequality (27) for Ei “ E for

all i, where E “ rγ, γ3s or E “ Cic Y rγ, γ3s for some γ P rγ2, γ3s.
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Let p
eff
i denote the efficient allocation rule, and P eff denote the induced efficient

interim rule. For any γ P rγ2, γ3s,

n

ż γ3

γ

P ptiqdFiptiq “ caudpγq ´ callopγ3q ď callopγq ´ callopγ3q “ n

ż γ3

γ

P eff ptiqdFiptiq.

Also,

n

ż

Cic

P ptiqdFiptiq “ callop0q ´ callopγ1q “ n

ż

Cic

P eff ptiqdFiptiq.

Because p
eff
i ptq ď 1 for all i and

ř

i p
eff
i ptq ď m, we get that for any set E,

n

ż

E

P eff ptiqdFiptiq “

ż

ÿ

iPIpt,Eq

p
eff
i ptqdF ptq ď

ż

min

#

|Ipt, Eq|, m ´
ÿ

iRIpt,Eq

p
eff
i ptq

+

dF ptq.

Putting these inequalities together and noting that pm
i ptq ď p

eff
i ptq for all t and i, we

obtain that for any set E of the form E “ rγ, γ3s or E “ Cic Y rγ, γ3s for γ P rγ2, γ3s,

n

ż

E

P ptiqdFiptiq ď

ż

min

#

|Ipt, Eq|, m ´
ÿ

jRIpt,Eq

pm
j ptqdF ptq

+

.

Subtracting
ř

jPIpt,Eq pm
j ptq from both sides, we obtain

n

ż

E

φdFiptiq ď

ż

min

#

ÿ

jPIpt,Eq

1 ´ pm
j ptq, m ´

ÿ

j

pmptqdF ptq

+

.

Therefore, the inequality in Lemma 5 is satisĄed.

A.6 Feasibility of the veriĄcation rule

To show that A is feasible given p “ pℓ ` pm, we will prove the stronger result that A is

feasible given pm.

Proof of Lemma 3. By Lemma 5 it follows that there is a feasible audit rule paiptqqiPN

inducing A if and only if, for all sets E “
Ů

iPN

Ei, where each Ei is a Borel subset of T ,

and possible Ei ‰ Ej,

ÿ

i

ż

Ei

AptqdF ptq ď

ż

mint|Jppt, Eq|, kudF ptq.

We can rewrite this as

ÿ

j‰i

ż

Ej

AptqdF ptq ´

ż

T

min

#

ÿ

j‰i

1tjPEj
pjptq, k

+

dF ptq `

ż

Ei

AptqdF ptq

`

ż

Ei

ż

T ´i

min

#

ÿ

j‰i

1tjPEj
pjptq, k

+

´ min

#

ÿ

j‰i

1tjPEj
pjptq ` piptq, k

+

dF ptq

ď 0
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By an analogous argument as in the proof of Lemma 10, we can conclude that the left-hand

side of this expression is supermodular and symmetric as a function of E. It therefore

satisĄes the conditions of Lemma 8, and it is enough to check the inequality above for

symmetric sets Ei “ Ej for all i, j.

Lemma 11. If

n

ż

E

Aptiq dF ptiq ď

ż

mint|Jpm

pt, Eq|, ku dF ptq (29)

holds for all sets of the form E “ prγ, γ3s Y rγ1, 1sq where γ P rγ1, γ2s and γ1 P rγ3, 1s then

it is satisĄed for all sets E Ď T .

Proof. For any collection pE1, ..., Enq, where each Ei Ď T , deĄne the function H by

HpE1, ..., Enq :“
ÿ

j

ż

Ej

˜

ż

T ´j

1tjPCallorpm
j ptj, t´jq ´ φs ` 1tjPCaudpm

j ptj, t´jq

¸

dF ptq

´

ż

T

min

#

k,
ÿ

j

1tjPEj
pm

j ptj, t´jq

+

dF ptq.

Note that, for any E Ď T , HpE, ..., Eq equals the left-hand side of (29) minus the right-

hand side of (29). Therefore, it is sufficient to show HpE, ..., Eq ď 0.

Fixing an arbitrary agent i, we can rewrite HpE1, ..., Enq as

ÿ

j‰i

ż

Ej

´

ż

T ´j

1tjPCallorpm
j ptj, t´jq ´ φs ` 1tjPCaudpm

j ptj, t´jq
¯

dF ptq

´

ż

T

min
␣

k,
ÿ

j‰i

1tjPEj
pm

j ptj, t´jq
(

dF ptq

`

ż

Ei

´

ż

T ´i

1tiPCallorpm
i pti, t´iq ´ φs ` 1tiPCaudpm

i pti, t´iq
¯

dF ptq

`

ż

Ei

´

ż

T ´i

min
␣

k,
ÿ

j‰i

1tjPEj
pm

j ptj, t´jq
(

´ min
␣

k,
ÿ

j‰i

1tjPEj
pm

j ptj, t´jq ` pm
i pti, t´i

(

¯

dF ptq

Observe that only the third and fourth lines of the left-hand side depend on Ei. It can be

shown that, for any E1, ..., Ei´1, Ei`1, ..., En, HpE1, ..., Ei´1, ¨, Ei`1, ..., Enq is maximized

by setting13

Ei “ Caud Y

#

ti P Callo :

ż

tt´iPT ´i:
ř

j‰i 1tj PEj
pm

j
pti,t´iqěku

pm
i pti, t´iqdF ´ipt´iq ě φ

+

. (30)

We are now going to argue that it is maximized by a set of the form Ei “ prγ, γ3sYrγ1, 1sq

where γ P rγ1, γ2s and γ1 P rγ3, 1s.

13This follows because the integrand in the fourth line equals 0 or -1, and -1 exactly if
ř

j‰i 1tj PEj
pm

j pti, t´iq ě k and pm
i ptq “ 1.
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Fix arbitrary t´i and ti P Callo such that ti ă γ2 and pm
i pti, t´iq “ 1. Choose arbitrary

t1
i P Callo such that γ2 ě t1

i ą ti and t1
i ‰ tj for all j ‰ i. Then pm

i pt1
i, t´iq “ 1 and

pm
j pti, t´iq “ pm

j pt1
i, t´iq for all j ‰ i since ti is among the m highest types and j with type

tj gets an object if and only if either tj is among the m highest types and in Callo or if tj

is among the k highest types and in Caud (in which case he remains among the k highest

types if iŠs type increases to ti since t1
i ď γ2). Therefore, we conclude that the integral in

(30) is non-decreasing in ti on rγ1, γ2s.

Similarly, Ąx arbitrary t´i and ti P Callo such that ti ě γ3 and pm
i pti, t´iq “ 1. Choose

arbitrary t1
i P Callo such that t1

i ą ti and t1
i ‰ tj for all j ‰ i. Then pm

i pt1
i, t´iq “ 1 and

pm
j pti, t´iq “ pm

j pt1
i, t´iq for all j ‰ i since i is among the m highest types and j gets an

object if and only if he is either among the m highest types and has a type in Callo or he is

among the k highest types and has a type in Caud (in which case he remains among the k

highest types since γ3 ď ti ă t1
i). We conclude that the integral in (30) is non-decreasing

in ti on rγ3, 1s. It follows that HpE1, ..., Ei´1, ¨, Ei`1, ..., Enq is maximized by a set of the

form Ei “ prγ, γ3s Y rγ1, 1sq where γ P rγ1, γ2s and γ1 P rγ3, 1s.

Since H is symmetric and supermodular, Lemma 8 implies that there are γ P rγ1, γ2s

and γ1 P rγ3, 1s such that H is maximized by pE 1, ..., E 1q, where E 1 “ prγ, γ3s Y rγ1, 1sq.

Since the left-hand side of (29) minus the right-hand side of that inequality evaluated at

E 1 is nonpositive by assumption and equal to HpE 1, ..., E 1q by construction, we conclude

that, for any E Ď T , HpE, ..., Eq ď 0.

Lemma 12. Fix arbitrary γ P rγ1, γ2s and γ1 P rγ3, 1s, and let E “ rγ, γ3s Y rγ1, 1s. Then,

n

ż

E

Aptiq dF ptiq ď

ż

mint|Jpm

pt, Eq|, ku dF ptq.

Proof. DeĄne the allocation rule pk : T Ñ r0, 1s as follows: pk
j ptq “ 1 if tk ‰ tl for

all k ‰ l, tj P Callo Y Caud and jŠs type is among the k highest ones at t; pk
j ptq “ 0

otherwise. It follows from the deĄnition of the merit-with-guarantee rule P in DeĄnition

3 and Lemma 1 that
ż γ2

γ

P ptiq dF ptiq “ ´
1

n

ż γ2

γ

d

dti

pcallopF ptiqqq dti “ ´
1

n
rcallopF pγ2qq ´ callopF pγqqs

ď ´
1

n
rcaud

φ pF pγ2qq ´ caud
φ pF pγqqs “ ´

1

n

ż γ2

γ

d

dti

pcaud
φ pF ptiqqq dti

“

ż γ2

γ

˜

k´1
ÿ

j“0

ˆ

n ´ 1

j

˙

F ptiq
n´1´jp1 ´ F ptiqqj ` φ

¸

dF ptiq

“

ż γ2

γ

´

ż

T ´i

pk
i pti, t´iqdF ´ipt´iq ` φ

¯

dF ptiq.

The equality in the third line follows from Lemma 6.
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Similarly, using the deĄnition of P , Lemma 1 and Lemma 6 it follows that,
ż γ3

γ2

P ptiq dF ptiq “ ´
1

n

ż γ3

γ2

d

dti

pcaud
φ pF ptiqqq dti

“

ż γ3

γ2

˜

k´1
ÿ

j“0

ˆ

n ´ 1

j

˙

F ptiq
n´1´jp1 ´ F ptiqqj ` φ

¸

dF ptiq

“

ż γ3

γ2

´

ż

T ´i

pk
i pti, t´iqdF ´ipt´iq ` φ

¯

dF ptiq.

Using the deĄnition of P and Lemma 1, we obtain

ż

1

γ1

P ptiq dF ptiq “ ´
1

n

ż

1

γ1

d

dti

pcallopF ptiqqq dti “ ´
1

n
rcallop1q ´ callopF pγ1qqs

ď ´
1

n

ż

1

γ1

d

dti

pcaud
φ pF ptiqqq dti “

ż

1

γ1

´

ż

T ´i

pk
i pti, t´iqdF ´ipt´iq ` φ

¯

dF ptiq.

The inequality follows, since callopF pγ1qq ď caud
φ pF pγ1qq and callop1q “ caud

φ p1q, and the last

equality follows from Lemma 6.

Hence,

n

ż

E

Aptiq dF ptiq “ n

ż

E

P ptiq ´ φ dF ptiq

ď
ÿ

i

ż

E

ż

T ´i

pk
i pti, t´iq dF ´ipt´iq dF ptiq

“
ÿ

i

ż

E

ż

T ´i

1
iPJpk pti,t´i,Eq dF ´ipt´iq dF ptiq

“

ż

T

ÿ

i

1
iPJpk pti,t´i,Eq dF ptq

“

ż

T

|Jpk

pti, t´i, Eq| dF ptq

ď

ż

T

min
␣

k, |Jpm

pti, t´i, Eq|
(

dF ptq

“

ż

T

mint|Jpm

pti, t´i, Eq|, ku dF ptq,

where the second inequality uses that |Jpk

pt, Eq| ď k and pk
j ptq ď pm

j ptq for each t P T

and j P N .

Lemma 13. The interim audit rule A is feasible given pm.

Proof. Note that if A is feasible given pm, it is also feasible given p because, for any

E Ă r0, 1s and t P T , if i P Jpm

pt, Eq then i P Jppt, Eq and therefore

ż

mint|Jpm

pt, Eq|, kudF ptq ď

ż

mint|pJppt, Eq|, kudF ptq.
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Moreover, if a is feasible given pm then it is also feasible given p, since pm
i pti, t´i, sq ď

pipti, t´i, sq. Thus, it suffices to show that the veriĄcation rule Aptiq “ P ptiq´φ is feasible

given pm. This follows from Lemmas 3, 11, and 12.

A.7 Proof of Theorem 1

By Lemma 10, there is an ex-post lottery rule that allocates the objects not already

allocated under pm such that the interim rule is φ1CicYCaud . Denote the ex-post probability

of winning an object in either the merit-based allocation or the lottery allocation by p. It

follows from Lemma 9 that the interim probability of p is given by P . By Lemma 13, there

is an ex-post audit rule a with interim rule A “ P ´ φ that is feasible given p. It follows

that pP, Aq is feasible for problem (Opt). Since P is optimal for the relaxed problem R

and the optimal objective value for the relaxed problem is weakly higher than the optimal

value for problem (Opt) (given the optimal parameter φ in the relaxed problem), we

conclude that pP, Aq are optimal for problem (Opt).

A.8 Proof of Proposition 2

The principalŠs payoff per agent from using a merit-with-guarantee rule with a parameter

φ is,

Upφq “

ż γ1pφq

0

´
1

n
cic1

φ pF ptqqt dF ptq `

ż γ2pφq

γ1pφq

´
1

n
callo1

pF ptqqt dF ptq

`

ż γ3pφq

γ2pφq

´
1

n
caud1

φ pF ptqqt dF ptq `

ż

1

γ3pφq

´
1

n
callo1

pF ptqqt dF ptq

“

ż F pγ1pφqq

0

´
1

n
cic1

φ pqqF ´1pqq dq `

ż F pγ2pφqq

F pγ1pφqq

´
1

n
callo1

pqqF ´1pqq dq

`

ż F pγ3pφqq

F pγ2pφqq

´
1

n
caud1

φ pqqF ´1pqq dq `

ż

1

F pγ3pφqq

´
1

n
callo1

pqqF ´1pqq dq

The last equality follows from a change of variables with q “ F ptq. Now deĄne three

implicit functions:

h1pF pγ1pφqq, φq :“ callopF pγ1pφqqq ´ cic
φ pF pγ1pφqqq

h2pF pγ2pφqq, φq :“ caud
φ pF pγ2pφqqq ´ callopF pγ2pφqqq

h3pF pγ3pφqq, φq :“ callo
φ pF pγ3pφqqq ´ caud

φ pF pγ3pφqqq
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Note that hipγipφq, φq “ 0 for i “ 1, 2, 3. By the implicit function theorem, we have

γ1
1
pφq “ ´

BpcallopF pγ1pϕqqq´cic
ϕ pF pγ1pϕqqqq

Bϕ

rcallo1 pF pγ1pφqqq ´ cic1

ϕ pF pγ1pφqqqsfpγ1pφqq
“ ´

nF pγ1pφqq

rcallo1 pF pγ1pφqqq ´ cic1

ϕ pF pγ1pφqqqsfpγ1pφqq

γ1
2
pφq “ ´

Bpcaud
ϕ pF pγ2pϕqqq´callopF pγ2pϕqqqq

Bϕ

rcaud1

ϕ pF pγ2pφqqq ´ callo1 pF pγ2pφqqqsfpγ2φqq
“ ´

np1 ´ F pγ2pφqqq

rcaud1

ϕ pF pγ2pφqqq ´ callo1 pF pγ2pφqqqsfpγ2pφqq

γ1
3
pφq “ ´

BpcallopF pγ3pϕqqq´caud
ϕ pF pγ3pϕqqqq

Bϕ

rcallo1 pF pγ3pφqqq ´ caud1

ϕ pF pγ3pφqqqsfpγ3pφqq
“ ´

´np1 ´ F pγ3pφqq

rcallo1 pF pγ3pφqqq ´ caud1

ϕ pF pγ3pφqqqsfpγ3pφqq

Now let us compute U 1pφq, using Leibniz integral rule,

U 1pφq “ ´
1

n
cic1

φ pF pγ1pφqqqγ1pφqfpγ1pφqqγ1
1
pφq `

ż F pγ1pφqq

0

´
1

n

B

Bφ
cic1

φ pF pγ1pφqqqF ´1pqq dq

´
1

n
callo1

pF pγ2pφqqqγ2pφqfpγ2pφqqγ1
2
pφq `

1

n
callo1

pF pγ1pφqqqγ1pφqfpγ1pφqqγ1
1
pφq

´
1

n
caud1

φ pF pγ3pφqqqγ3pφqfpγ3pφqqγ1
3
pφq `

1

n
caud1

φ pF pγ2pφqqqγ2pφqfpγ2pφqqγ1
2
pφq

´

ż F pγ3pφqq

F pγ2pφqq

1

n

B

Bφ
caud1

φ pqqF ´1pqq dq `
1

n
callo1

pF pγ3pφqqqγ3pφqfpγ3pφqqγ1
3
pφq

“

ż F pγ1pφqq

0

F ´1pqq dq `

ż F pγ3pφqq

F pγ2pφqq

F ´1pqq dq

` γ1pφqfpγ1pφqqγ1
1
pφq

1

n

´

callo1

pF pγ1pφqq ´ cic1

φ pF pγ1pφqq
¯

` γ2pφqfpγ2pφqqγ1
2
pφq

1

n

´

caud1

φ pF pγ2pφqqq ´ callo1

pF pγ2pφqqq
¯

` γ3pφqfpγ3pφqqγ1
3
pφq

1

n
rcallo1

pF pγ3pφqqq ´ caud1

φ pF pγ3pφqqqs

“ ´γ1pφqF pγ1pφqq ´ γ2pφqr1 ´ F pγ2pφqqs ` γ3pφqr1 ´ F pγ3pφqqs

`

ż γ1pφq

0

t dF ptq `

ż γ3pφq

γ2pφq

t dF ptq.

Rewriting this we obtain:

γ1pφqF pγ1pφqq`γ2pφqr1´F pγ2pφqqs`γ3pφqr1´F pγ3pφqqs “

ż γ1pφq

0

t dF ptq`

ż γ3pφq

γ2pφq

t dF ptq,

for having U 1pφq “ 0, just as stated in Proposition 2.
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