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Abstract

We develop a choice model of survey response behavior in which responses imperfectly reveal
respondents’ characteristics due to limited self-knowledge. We show that the lack of response
precision can bias survey-based inference, but also how precision can be inferred from observed
response patterns. Building on this insight, we develop an unbiased estimator for precision. Exper-
iments and surveys confirm the model’s predictions and demonstrate that our estimator improves
the explanatory power of survey items and performs well relative to existing methods. Our re-
sults suggest focusing on high-precision respondents, identified by our estimator, reduces bias
and enhances the reliability of survey-based inference.
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1 Introduction

Survey evidence is a major source of knowledge in the social sciences, including economics. With
growing interest in measuring cognitive and non-cognitive skills—such as economic preferences, be-
liefs, attitudes, and values—survey evidence is gaining increasing relevance (Almlund et al., 2011;
Falk et al., 2018; Heckman, Stixrud, and Urzua, 2006; Stantcheva, 2023). Despite the growing use
of surveys, there are concerns about the reliability and informativeness of survey responses given
their hypothetical or low-stakes nature. Similarly, factors such as respondents’ limited attention to
survey questions, subjective interpretation of response scales, and lack of effort in providing answers
threaten the quality of survey data.

This paper provides a method to empirically identify the informativeness of survey responses. The
method is derived from a simple model of information acquisition and the resulting survey response
behavior that allows identifying more vs. less informative respondents based only on patterns of their
response behavior. In particular, we make two main contributions: First, we offer a comprehensive
framework for modeling survey response behavior, which can be used to understand challenges to the
validity of survey evidence such as limited attention or effort, subjective scale-use or social desirability
bias. Second, we develop an easy-to-implement method to assess the informativeness of responses
and provide empirical evidence that the method reduces biases and improves the explanatory power

of survey measures.

Model. As a first step, we derive a choice model of survey response behavior. In the model, we take
seriously the idea that providing survey responses is a choice: when being asked to report an individ-
ual characteristic such as a preference, belief, or some non-cognitive skill, a respondent has to make
herself the object of her own self-assessment when choosing a response. We assume that there exists
a true type (level of each characteristic) but that the respondent is not perfectly aware of her true
type. This limited self-knowledge is modeled as an imperfect signal that the respondent receives about
her true type. Generally, the signal’s imprecision may result from costly information acquisition as
commonly assumed in rational inattention models (e.g., Sims, 2003). More specifically, differences in
self-knowledge may arise from the fact that individuals vary in their capacity to retrieve or memorize
relevant information about themselves, engage more or less in reflecting who they are, or that some
people simply lack life experience in the domain of interest. We further assume that the respondent
wants to minimize the squared distance between her true type and report, i.e., the interests of the
respondent and the researcher are aligned. Conditional on the signal’s informativeness, our agent’s
Bayesian optimal report is a weighted sum of the population mean of the respective characteristic
and her signal. The more informative the signal, the greater the weight placed on the signal relative
to the population mean.

Using this setup, we analyze the expected variance of respondents’ answering behavior condi-
tional on the informativeness of the signal, both for repeated observations of a given characteristic as
well as between different characteristics. We find that the variance between characteristics increases
in the informativeness of the signal, which mirrors the fact that the more confident a respondent is
about her answer, the more she deviates in expectation from the population mean. In contrast, the
within variance—the variance of responses for a given characteristic over time—is non-monotonic in

the signal precision. The intuition is that response behavior is stable over time if an individual knows



herself either very well or not at all. This result cautions against the use of simple stability to measure
the accuracy of signals and reports. Importantly, we show that the ratio of the variance between char-
acteristics and the variance over time (for given characteristics) is equal to the informativeness of the
signal. This key result implies that we can use observed variances to estimate individual differences
in self-knowledge and the reliability of the respective reports.

We provide several extensions of the model and discuss their implications for expected response
behavior. Our first extension relaxes the assumption that respondents are perfectly aware of the
signal strength, i.e., how well they know themselves. Instead, we allow for subjective levels of self-
knowledge that are higher or lower than actual self-knowledge. While subjective beliefs about self-
knowledge affect the distribution of responses, we show that they do not impede the identification
of differences in self-knowledge, simply because they cancel out. Second, we relax the assumption
that the only objective of the respondent is to minimize the distance between true type and report.
Specifically, we study social desirability and subjective scale use as potential strategic motives that
lead respondents to distort their reports. We show that for specific parameterizations of social de-
sirability and subjective scale use, identification of self-knowledge remains unchanged. Third, we
explore the case in which responses are not only affected by limited self-knowledge but also by ran-
dom errors in the form of a normal noise term. We show that such an error implies that the ratio of
the variances underestimates the informativeness of the signal, i.e., it will be a conservative estimate.

We then turn to the consequences of imperfect signal precision or lack of self-knowledge for
survey-based inference. We focus on a situation in which an analyst seeks to learn about the rela-
tionship between an outcome (e.g., investment behavior) and a characteristic measured by a survey
item (e.g., self-assessed risk aversion) using linear regressions. We show that recovering the unbiased
regression estimator represents a knife-edge case: it requires all agents to have perfect knowledge
of their own signal precision or degree of self-knowledge. As soon as some agents have an imperfect
assessment of their precision (e.g., if they are overconfident), linear regressions become biased, and
we derive the exact condition determining the direction and extent of the bias. Importantly, we show
that focusing on agents with high levels of self-knowledge reduces the bias, which vanishes in the
limit. Accordingly, if an analyst were to observe the distribution of self-knowledge in a population,
subsetting on self-knowledge can be used as a diagnostic tool to assess the extent and direction of the
bias induced by limited self-knowledge. Moreover, we show that subsetting increases the explana-
tory power of a regression as measured in terms of R?, and that it can also be used to reduce bias
in test-retest analyses. These insights motivate the development of an estimator of self-knowledge,

which we undertake in a second step.

Estimator. To derive an estimator of signal precision—or self-knowledge—from panel data, we
consider the ratio between two sample variances: the between-variance (the variance of responses
between items) and the within-variance (the variance for a given item over time). These are the
sample analogs to our theoretically derived variances. We study the asymptotic properties of the
estimator and formally show its consistency as well as unbiasedness. Using simulations, we illustrate
the performance of the estimator for realistic sample sizes. We study various combinations of the
number of respondents, survey items, and waves. The estimator generally performs well.

In the third part of the paper, we provide results from an experiment designed to test the main
predictions of the model and to evaluate the estimator’s performance. Subsequently, we analyze



survey data to show how accounting for signal precision improves survey evidence and how our

method compares to other methods proposed by the literature.

Experiment. To empirically test the main predictions of the model and our estimator’s performance,
it is crucial to (i) observe responses and compare them with respondents’ true types and (ii) exoge-
nously vary self-knowledge. However, this is difficult—if not impossible—with typical survey data.
Therefore, we ran an experiment that created a panel data set with types that are imperfectly known
to subjects but perfectly known to the researcher. Specifically, we use a classic psychometric dot es-
timation task: Subjects viewed 60 images, each on a separate screen, displaying varying numbers
of dots. They were paid to accurately report the number of dots. This setup allows us to observe
subjects’ reports of an objective true type. Between subjects, we exogenously varied the time dur-
ing which dots were displayed. In the Long-treatment dots were displayed for 7.5 seconds and with
high visibility, while in the Short-treatment dots were displayed only for 0.5 seconds with low visi-
bility. Results from the experiment confirm our main predictions. First, subjects’ reports are linear in
true types and biased towards the population average, i.e., images displaying below-mean numbers
of dots are, on average, overestimated, and images with above-mean numbers are underestimated.
Second, the bias is stronger in the Short compared to the Long treatment, showing that lower self-
knowledge biases responses more strongly toward the population average. Turning to our estimator,
we find that the estimator reliably detects the exogenous variation in self-knowledge between the
two treatments. Importantly, we show that subjects to whom our estimator assigns high values of
self-knowledge indeed have less bias towards the average and their responses are more predictive
of their true types. Lastly, we demonstrate how a lack of self-knowledge biases regression estimates
and how restricting the sample based on our estimator reduces this bias, as predicted by the model.
This provides evidence for the usefulness of our estimator as a diagnostic tool to detect and assess
biases introduced by limited self-knowledge.
Survey evidence. Finally, we apply our estimator to a large survey to investigate its effectiveness in
improving survey evidence. To estimate self-knowledge, we suggest a simple survey module that can
be used by any researcher interested in assessing respondents’ self-knowledge. The module is a stan-
dard fifteen-item Big Five personality survey, which is repeated one time using a slightly rephrased
version. Our application to measure the performance of our estimator is the relationship between
self-assessments and behavior. We focus on two domains, risk attitudes and social preferences, and
measure self-assessed risk attitudes and altruism using the general risk (Dohmen et al., 2011) and
general altruism question (Falk et al., 2018), respectively. To measure behavior, subjects face an in-
centivized lottery choice and a dictator game. They also report a set of risk and altruistic behaviors,
such as whether they own stocks or donated to charity in the past, providing us with ten measures
of behavior in total. To quantify performance, we focus on three criteria: (i) the strength of the as-
sociation between self-assessment and behavior, measured by OLS regression coefficients, (ii) the
explanatory power of self-assessments for behavior, measured in terms of a regression’s R?, and (iii)
the test-retest stability of self-assessments. These three criteria reflect different dimensions of survey
quality:.

We find that our estimator of self-knowledge significantly improves survey evidence across all
three criteria. Focusing on subjects with high estimated levels of self-knowledge consistently in-
creases the coefficients of self-assessments. For instance, relative to baseline, the OLS coefficient



of self-assessed risk on lottery choices almost doubles when estimated among above-median self-
knowledge subjects. Similarly, explained variance in terms of R? is significantly higher in regressions
considering respondents with above-median levels of self-knowledge. To illustrate, in the case of al-
truism, the R? increases from 0.13 in baseline to 0.36 in the high self-knowledge sample. Moreover,
subjects with an estimated high level of self-knowledge also display substantially higher test-retest
correlations in self-assessments. For example, for self-reported risk preferences using the general
risk question, the top 10% of subjects show a test-retest correlation of 0.94. Importantly, the im-
provements in coefficients, R2, and test-retest correlations are fairly monotonic in estimated self-
knowledge: the higher the level of self-knowledge in a subsample, the higher the coefficients, levels
of R?, and correlations, respectively.

To put the improvements of our self-knowledge estimator into perspective, we also study a com-

prehensive set of alternative methods that have been suggested to improve survey evidence. Among
them are attention checks, effort measures, response time, and averaging, as well as instrumental
variable strategies. We find that our estimator performs well compared to these alternative methods
on both criteria. The OLS coefficients obtained from focusing on high levels of self-knowledge (e.g.,
above-median and top 20%) are among the highest across all methods. In fact, our estimator is the
only method that consistently leads to improvements in all ten associations of self-assessment with
behavior. Other methods, such as excluding subjects based on attention checks or response times,
sometimes lead to stronger, and sometimes weaker associations, and the results are sensitive to the
specific exclusion criteria used. Similarly, the improvements in R? when regressing behavior on self-
assessments, and the test-retest correlations of self-assessments are among the highest across all
methods when focusing on subjects with above-median self-knowledge and the highest when focus-
ing on the top 20%. These results provide further evidence that our self-knowledge estimator offers
a reliable and effective method to assess bias and to improve survey evidence.
Related literature. Our paper is related to multiple strands of the literature. As we take the in-
formational constraints of the agent seriously and study their choice implications, we relate to the
work on rational inattention (Caplin et al., 2020; Caplin and Dean, 2015; Matéjka and McKay, 2015;
Sims, 1998, 2003). This literature focuses on flexible information acquisition and studies what type
of information is acquired in a single-agent setting. Our goal is different, and we analyze how to
identify agents’ levels of information in a situation with many agents who share a common prior.
Our framework enables analyzing the provision of incentives in surveys as studied, for example, in
Prelec (2004) and Cvitani¢ et al. (2019) as well as how contextual factors such as image or social
desirability affect responses (see, e.g., Bénabou et al., 2023; Chen et al., 2020). The notion of lim-
ited self-knowledge and its economic consequences for the labor market has been studied in Falk,
Huffman, and Sunde (2006a,b). The model is also related to work on preferences for consistency,
as modeled and tested in Falk and Zimmermann (2017) and applied to survey methodology in Falk
and Zimmermann (2013).

Moreover, the paper contributes to the literature on measurement error in surveys (for an overview,
see Bound, Brown, and Mathiowetz, 2001). For the case of classical measurement error—where de-
viations in answers are independent of the respective true value— instrumental variables techniques
are capable of removing bias. More recently, Gillen, Snowberg, and Yariv (2019) have suggested to

measure duplicate instances and to use them as mutual instruments. Hyslop and Imbens (2001) con-



sider a model that is related to ours where an agent observes a Normal signal and reports their best
estimate of an underlying variable of interest. They analyze the effect of the resulting non-classical
measurement error on regression coefficients but do not consider remedies. The focus of our paper
is to estimate the precision of the agent’s signal, which allows placing higher weight on subjects with
better self-knowledge.

Drerup, Enke, and Gaudecker (2017) estimate a structural model of stock market participation
that identifies individuals for whom relevant preferences and beliefs have increased explanatory
power. Alternative approaches to deal with measurement error in subjective survey data use struc-
tural estimation techniques to recover underlying primitives and choice models, finding that account-
ing for measurement error yields greater predictive power (Beauchamp, Cesarini, and Johannesson,
2017; Kimball, Sahm, and Shapiro, 2008).? Another strand of the literature uses separate items
to capture measures of quality, such as attention (Berinsky et al., 2021), reliability (Dohmen and
Jagelka, 2023), effort (Meade and Craig, 2012), or response times (Curran, 2016). We add to this
literature a systematic empirical evaluation of different methods’ effectiveness in increasing the ex-
planatory power of survey items for behavior. A related contribution comes from Beauchamp et al.
(2020), who analyze incentivized behavior in experiments rather than self-reports in surveys. They
argue that accounting for the “compromise effect” —whereby subjects’ answers tend towards the
center of the provided scale—, can improve estimates of risk preferences.

The remainder of the paper proceeds as follows. Section 2 develops the model with its basic frame-
work, extensions, and consequences for inference. Building upon its insights, Section 3.1 introduces
the estimator, presents its theoretical properties, and explores its performance in finite samples. Sec-
tion 4 presents the stylized experiment. In Section 5, we apply the estimator to a survey and compare
its performance to other commonly used methods to improve survey response behavior. Section 6
concludes.

2 Model

In this section, we first introduce a simple framework to model response behavior in surveys, based
on limited self-knowledge. Second, we derive how patterns in answering behavior reveal the informa-
tional content of responses, providing the intuition for how we later estimate self-knowledge. Third,
we present various extensions of the baseline model to study further important aspects of the an-
swering process. Finally, we show how the presence of limited self-knowledge influences inference

from survey responses.

Introspection and Self-knowledge. The context that we are interested in is a simple survey situa-
tion. A researcher asks a respondent (or agent) a question about a specific characteristic, e.g., some
preference, personality trait, or belief.2 The agent’s true type is denoted by 6, and we assume that it

is normally distributed in the population with mean # and variance 0. Agents act upon their true

1In the psychology literature, processes that underlie response behavior have been studied under the label of cogni-
tive aspects of survey methodology (see Bradburn, Sudman, and Wansink, 2004; Schwarz, 2007; Sudman, Bradburn, and
Schwarz, 1996). Broadly, our paper is also related to classical test theory and item response theory (see, e.g., Bolsinova,
de Boeck, and Tijmstra, 2017; Edwards, 2009; Kyllonen and Zu, 2016).

2For example, the researcher may ask the respondent to state her willingness to take risks, her level of agreeableness
or conscientiousness, or her belief about her internal or external locus of control.



types but vary with respect to how well they know their type. Hence, when asked about her type
0, the respondent does not perfectly know herself but instead engages in a process of introspection.
The outcome of this process is an informative but noisy signal x about her true type. The signal is
normally distributed with a mean equal to the agent’s type 6 and variance ¢*/r. The parameter 7 > 0
hence indicates the precision of the signal relative to the variance in the population. The higher the
value of 7, the more precise is the signal that an individual receives about herself. We refer to 7 as

self-knowledge.

Response Behavior. After reflecting on her true type 6, the respondent reports her answer. We
assume that she seeks to provide a response r that is as precise as possible, i.e., the interests of
the researcher and respondent are aligned.? Formally, the respondent uses her signal x to provide a

response r that minimizes the expected quadratic distance to her unknown true type, i.e.,
2
ug(r) = —(r—0)". (D

This objective ensures that the respondent reports her best guess of her type r = E[#| z]|. The re-
spondent’s prior equals the distribution of types in the population with mean 6. Substituting for the

expected value of her posterior belief about her type, we obtain by Bayes’ Rule that
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Intuitively, the higher her self-knowledge 7, the more precise the respondent’s signal, and the more
weight she puts on her signal relative to the population mean 6. In the limit, if she knows nothing
about herself, her best estimate is to report the mean of her prior, whereas if she knows herself
perfectly, she disregards the prior completely. This concludes our basic framework. The model defines
a mapping from true types to distributions over observable responses, taking into account the notion

of limited self-knowledge.

2.1 Response Patterns

We now explore the implications of limited self-knowledge for response patterns. We are particularly
interested in the variances in reports, both unconditional and conditional on an agent’s type. These
variances will allow us to identify differences in self-knowledge. In Section 3.1, we will build on
these insights when we derive an estimator for an individual’s level of self-knowledge in panel data.

Expected Report. It follows from Equation (2) that the expected report conditional on the true
type 0 equals ~
04710
E[r|f] = ——. 3
16l = ©

For low values of self-knowledge 7, the expected report is close to the population mean 0, irrespective

of the true type 6. For large values of 7, the expected report converges to the true type 6.

3For many interview situations, we think that this is a valid assumption. However, there are contexts in which respon-
dents may want to strategically signal a specific type that is actually different from their belief about their true type for
reputational or “social desirability” reasons. In Section 2.3, we provide extensions that relax the assumption.



Between-variance. Consider now the variance of conditional expected reports. In the context of
panel data, one can think of this theoretical quantity as an approximation of the variance in aver-
age reports concerning different characteristics. Following this interpretation, we refer to it as the
between-variance. It is given by

2
Obetween

= var(E[r |0]) = Var<m)

1+7

_ (1I_T>2var(0) = (117)202.

The between-variance is strictly increasing in self-knowledge 7. This reflects the fact that agents with

(4)

high levels of self-knowledge put relatively little weight on their prior. Instead, they provide reports

that tend to deviate from the population mean.

Within-variance. Now consider the variance conditional on an agent’s type. This theoretical quan-
tity can be thought of as the variation in responses of an agent responding multiple times to questions
about the same characteristic. We call this variation the within-variance of the agent’s reports. It is

given by

O+ 71
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The relationship between self-knowledge 7 and the within-variance is non-monotonic. For very low

afvithin =var(r|0) = var(

levels of 7, the variance is low, simply because the respondent refers to her prior. As 7 increases,
the variance increases as more weight is placed on the noisy signal. However, as 7 further increases,
the variance decreases because the signal about the true type becomes increasingly precise. From
a researcher’s perspective, this pattern implies that consistent responses—i.e., similar responses re-
garding the same characteristics over time—do not necessarily indicate high levels of self-knowledge
and precision. The most stable responses come from respondents who know themselves perfectly—or
who do not know themselves at all.

Figure 1 illustrates the relationship between the two variances and self-knowledge. It plots
the between-variance (long dashes) and the within-variance (short dashes) as functions of self-
knowledge 7. As T goes to zero, both variances converge to zero. This means that the respondent
provides the same answer (equal to the prior) to any question. As 7 increases, the respondent places
higher weight on her signal, which increases both the within- and between-variance. At 7 = 1, i.e.,
when the signal z is exactly as informative as the respondent’s prior knowledge about the popula-
tion, the within-variance reaches its maximum and is equal to the between-variance. Beyond this
point, the between-variance further increases and ultimately converges to the variance of true types
in the population, 0. At the same time, the within-variance strictly decreases and converges to zero,
because a respondent with perfect self-knowledge will always provide exactly the same report for a
given characteristic.

Both the between- and within-variance contain information about the respondent’s level of self-
knowledge 7. While a large between-variance is always “good news,” indicating high levels of 7, a
low within-variance can reflect either high or low levels of 7, respectively. However, considering both

variances jointly perfectly reveals the level of self-knowledge. In fact, the ratio of the between- and



Figure 1: Theoretical variances
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within-variance equals the degree of self-knowledge:
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The respective relationship is also shown in Figure 1 where, for each level of 7, the thin solid line
plots the ratio of the two variances.

Our paper builds on this insight. We show that the relationship between the variances and self-
knowledge is robust to various extensions of the model, construct a finite sample estimator based
on this relationship, and show that this estimator indeed predicts the informativeness of subjects’
responses in experimental and survey data.

2.2 Response Patterns under Subjective Self-knowledge

Our framework so far assumed that the respondent knows the relative precision 7 of her signal z. In
other words, while she has imperfect knowledge about her characteristics, she has perfect knowledge
about how well she knows herself and weighs her signals accordingly. In practice, this assumption
may be restrictive, as imperfect knowledge about one’s characteristics may coincide with imperfect
knowledge about one’s precision. Indeed, a large body of evidence has shown that individuals often
misperceive their own knowledge and skills (Camerer and Lovallo, 1999; Malmendier and Tate,
2005). Applied to our context, respondents may be over-confident and place too much weight on
their signal x, or they may be under-confident and place too much weight on the prior. In either

case, this will result in a wedge between the optimal and the actual response, again potentially



complicating inference about respondents’ true types.

Reporting behavior. To model potential biases in perceived self-knowledge, we introduce subjec-
tive self-knowledge 7. A respondent has correct beliefs about her self-knowledge if 7 = 7, she is
under-confident if 7 < 7, and she is over-confident if 7 > 7. We assume that the agent is naive and
that when determining her survey response, she applies relative weights according to her subjective
self-knowledge 7. Equation (2) changes as follows:

0+ 7x
r=-—-——-"

1+7

Between-variance. Corresponding to Equation (4), the between-variance becomes

~ 2
=
Ulgetween = var(E[r ‘ 9]) = (1 T 7~_> o’

Hence, the variability in answers between different items reflects the respondent’s subjective self-
knowledge but is independent of self-knowledge itself. Intuitively, as the between-variance is based
only on the expected response, which is independent of the true precision of the agent’s signal 7, the

variance is also independent of the true precision of the agent’s signal.

Within-variance. The impact on the within-variance is different, as corresponding to Equation (5),

the within-variance becomes:

~ 2 9
T (o
Tiehin = var(r[0) = <1 T %> —
The latter depends on both subjective self-knowledge as well as actual self-knowledge. Intuitively,
the within-variance of responses is affected by the respondent’s subjective self-knowledge 7 through
the weight that she places on her signal and by her self-knowledge 7 through the variance of the

signal.*

Ratio of variances. Importantly, the result from Equation (6) about the ratio of the two variances
still holds.

- 2
2
2 ( T~> o
Tbetween _ +7 —r

2 - 2
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Hence, while deviations from correct beliefs about the precision of one’s signals affect expected
response behavior in general, inference about 7 remains feasible. This also means that the estimator
we later develop in Section 3.1 will recover 7 irrespective of subjective self-knowledge. However, the
presence or absence of subjective self-knowledge greatly matters for inference from survey evidence,

as we show in Section 2.4.

2.3 Relation to Rational (In)-Attention and Model Extensions

Rational (In)-Attention. Our model is equivalent to a rational inattention model where respon-

dents choose the precision of their information and have heterogeneous information costs: Consider

4Observe that only for 7 — oo, the model predicts classical measurement error.

9



an agent who chooses how much effort to invest in introspection, determining 7 at a cost /a ¢(7),
o1s o1 . . 2 1

where a > 0 captures the agent’s ability. Her utility function equals ug(r, 7) = —m (r — 0)” — ~c(7).

Here, m > 0 measures the motivation to answer accurately, arising from intrinsic or extrinsic incen-

tives.> We have the following observation:

Observation 1. The agent answers as if their precision was exogenously fixed at the level

2
T = argmax, >, am:Zy — (7).

Thus, agents’ responses in a rational inattention model where agents differ in their abilities a will be
exactly as in our baseline model where the precisions 7 are exogenously given. The key difference to
our baseline model is that the rational inattention model predicts that agents will react to a change
in incentives (captured here by a change in m) by adjusting the precision of their signals.

As before, differences in response quality can be inferred from observable patterns, but now these
differences reflect variation in effort and ability. Higher incentives lead to more informative responses,
aligning with practices like financial rewards in experiments (Camerer and Hogarth, 1999; Smith,
1976) or truth-telling mechanisms like the Bayesian Truth Serum (Prelec, 2004).

Social Desirability and Subjective Scale Use. One of our model’s central assumptions is that
respondents do not have a strategic motive to bias their responses in a particular direction. This
assumption is the driving force behind our result that the ratio of between and within variance exactly
equals 7. For specific survey items or environments, however, strategic motives that lead to biased
responses may be present, e.g., in the form of social desirability effects. In this case, respondents
have a preference to provide an answer that is deemed socially desirable, e.g., due to identity or
image concerns. Another relevant case for systematically biased responses is subjective scale use. If
agents interpret scales differently, they may provide different actual reports, although their intended
reports are identical.

In Appendix B, we show how our baseline model can be extended to integrate these additional
aspects of the survey response process. We show that for specific parameterizations of social desir-
ability and subjective scale use, identification of 7 as the ratio of variances is possible even though
respondents have strategic motives to systematically bias their responses. In Section 5.4.2, we also

provide a survey module that can be used to assess and correct for subjective scale use.

Trembling Hand Errors. Instead of assuming directional errors, another way to relax our central
assumption is to assume that respondents make random errors when trying to provide a response.
We model this as a noise component that is added to a respondent’s intended response. That is, the
observed response becomes 7 = r + ¢,., with ¢, as an independent Normal shock ¢,.. As we show in
Appendix B.3, this extension will lead the ratio of between- and within-variance to underestimate

the true level of 7.

2.4 The Implications of Limited Self-Knowledge for Estimating Regression Models

We have developed a framework to characterize how limited self-knowledge affects survey response
behavior. We now apply this framework to study consequences for estimating regression models in

a context where a particular outcome y (such as income or education) is regressed on an individual

SFor instance, monetary incentives, social approval, or a desire to be truthful.
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characteristic which is measured in terms of a survey response r (such as self-reported willingness
to take risks). Does limited self-knowledge bias estimates in such a context, and can we use our
framework to correct potential biases in order to improve inference from survey measures?

To address these questions, we focus on an analyst who estimates a regression model using survey
response data consisting of pairs of reported characteristics r and the outcomes y. Participants in
the survey differ in their unobserved characteristic 6, level of self-knowledge 7, and subjective self-
knowledge 7. Following our model, the reported characteristics are influenced by individual specific
levels of subjective self-knowledge (see Section 2.2), i.e.,
where z ~ N'(0,0%/7) is a signal the agent privately observes about their characteristic. Throughout,
we assume that the characteristic 6 is independent of the agent’s level of objective and subjective self-
knowledge.

The analyst is interested in understanding the relation between the outcome variable y and the

characteristic 6. The characteristic § affects outcome y through the linear relation

y =B+ 510 +e.

The analyst’s goal is to learn 5 = (fy, 51). For example, the analyst might observe income (corre-
sponding to outcome y) and is interested in the relation to risk-aversion (corresponding to ), but
only observes a self-reported measure of risk aversion (corresponding to r). Hence, while y is ob-
served by the analyst, she does not observe 6. She only observes the agent’s report r, which is related
to the agent’s type through the signal = the agent privately observes. This poses a problem for the
analyst as the agent’s report is only a noisy signal of the true characteristic, which potentially biases
any inference about the relationship between characteristics and outcome variables.

Note that here we study implications for regression estimates where limited self-knowledge af-
fects the independent variable. In the Appendix Section H, we also study the implications of limited
self-knowledge in a regression context where limited self-knowledge affects the dependent variable.
This is the case, e.g., if the analyst is interested in studying the effect of gender on a measure of risk

aversion.

2.4.1 Classical Regression Estimates

The common way of estimating the relation between 6 and y is to ignore the fact that reports are
only an imperfect signal about types and run a linear regression on a dataset (r;,y;); of reports
r; and outcomes y; for different subjects i € {1,..., N} to obtain an estimate of . The classical

OLS-regression estimate is then given by
N _ _
B = dic1 (Y —y)(ri —7)

S VNCEE
=1\"'1

Because 6 is not directly observed, we are in a situation with errors in variables, which potentially

g— 7. (8)

ey
S
Il

biases the estimates (Dougherty, 2016). Furthermore, due to the different degrees of self-knowledge
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we face heteroskedastic errors. Perhaps surprisingly, the regression estimate defined (8) is neverthe-
less a consistent estimator if

1. the degree of self-knowledge 7 and the type 6 are independent,

2. and every agent ¢ estimates their self-knowledge correctly 7 = 7.
Define y = 7/(1+ 7) and 4 = 7/(1 + 7). The following proposition expresses this formally.

Proposition 1. The linear regression estimate B defined in (8) satisfies

1
[3/7 + g7 * cov (3,7/7)

A}gﬂoo B1 = B E

a.s. and thus it is a consistent estimator of 3 if subjects’ level of self-knowledge is correct, i.e., if T = T.

See Appendix Section A for the proof. This proposition implies that our regression coefficient is a
consistent estimator if agent’s characteristic and the degree of self-knowledge are independent, and
the agent’s level of subjective self-knowledge is correct. The intuitive reason for this result follows
from our assumption that the incentives of the agent and the analyst are aligned. This assumption
implies that each agent reports their best Bayesian estimate of their type. Hence, they weigh their
signal relative to the prior exactly such that the effect of self-knowledge cancels out in the regression
estimate.

Importantly, Proposition 1 also provides the exact conditions that determine the extent and di-
rection of the resulting bias if (some) agents do not correctly assess their level of subjective self-
knowledge. For instance, if agents overestimates the precision of their signals, i.e., 4;/~; > 1 and
agents who overestimate themselves more are also more confident cov (3;,7/) > 0, then the regres-
sion estimator will underestimate B . Accordingly, an analyst will underestimate the effect of charac-
teristic # on the outcome variable y. Conversely, if agents underestimate their precision (/v < 1)
and, e.g., the extent of underestimation is uncorrelated with confidence cov (¥, 7/v) = 0, an analyst
will overestimate the effect of type 6 on y. Put differently, Proposition 1 highlights that it is generally

unlikely that the OLS estimate will be consistent.

2.4.2 Debiasing Regression Estimates by Sample Splitting

The previous section established that a consistent estimation of regression parameters is a knife-edge
case in the presence of limited self-knowledge. Since the assumption required for consistency — all
agents correctly know their level of self-knowledge — is likely violated in practice, estimates can be
either over- or underestimated. Importantly, our framework suggests a simple way to reduce bias in
this context. In the following, we show how restricting the sample to agents with high self-knowledge
T, debiases estimates.

We first illustrate the debiasing effect using a simulation. We simulate a scenario where 7 = 27.
The figure shows that restricting attention to high self-knowledge individuals through subsampling
brings the empirically estimated regression coefficient 3 closer to the true parameter 5. In the limit,
the empirical estimate is no longer biased. The intuition for this result is that agents with high levels
of self-knowledge have limited potential to overestimate themselves, reducing the bias. That is, if 7
is high, then v = 7 is close to 1, and as 7 < 1, we have that 4/~ will be close to 1.

12



Figure 2: The effect of restricting the sample to high self-knowledge subjects
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Notes: The figure displays the ratio between an estimated regression coefficient limn o0 /31 and the true coefficient /.
Results are shown for a simulated population of subjects with 7 = 2.

The following proposition formally establishes the insight that focusing on agents with high self-

knowledge improves regression estimates.

Proposition 2. Suppose that T = ar for some constant o > 0. We have that the bias

B — lim fy

is a.s. decreasing in T when restricting to subject’s with T > T.

See Appendix Section A for the proof. The reason we need to restrict attention to either overconfident
or under-confident subjects is that they are biased in opposite directions. As a consequence, even
though the bias is reduced within each group when restricting to higher self-knowledge individuals,
the overall bias might not monotonically decrease if both under- and overconfident individuals are
present in the population. However, in the limit, the bias will be eliminated independent of the
distribution of under- and overconfident individuals.®

Effect of Sample Splitting on Explanatory Power. While Proposition 1 establishes that sample
splitting leads to less biased regression estimates, this prediction is typically not directly testable.
This is because the true 3 is typically not known to the analyst, and hence the direction in which
a potential improvement should move is unknown. In contrast, for the explanatory power of a re-
gression, the direction of an improvement is clear and measurable: an improvement means higher
explanatory power. Hence, we next explore how the explanatory power of the estimated model reacts
to focusing on high self-knowledge individuals. We measure explanatory power by the coefficient of
determination

Zij\;(yi - [Bo + 517“1‘])2.

R?=1-
SN (v — )

6Note that we have assumed that 7 and types 6 are independent. If they are correlated, subsetting may not (fully)
eliminate regression bias in the limit.
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The following Proposition shows that subsetting on 7 also improves the coefficient of determination

if agents are overconfident:

Proposition 3. Suppose that T = aT for some constant « > 1. We have that the coefficient of determi-

nation limy_, R? is a.s. increasing in T when restricting to subject’s with T > 7.

See Appendix Section A for the proof.

2.5 Improving Test-retest Stability by Sample Splitting

A common criterion for the quality of a survey item is its test-retest stability. Stability is typically
measured as the correlation between repeated measurements of a given item (Chuang and Schechter,
2015). Formally, consider the case in which an agent is asked twice about a single characteristic, and
denote by r;; and r;o the answers of a subject at time 1 and time 2. We define the test-retest stability

S as the Pearson correlation between the two answers:

cov(ry,r2)

Vovar(r)var(rg)

Similar to the case of regression estimates, the presence of limited self-knowledge biases the

S =

correlation coefficients of repeated survey measures, i.e., the test-retest stability. Fortunately, as the

following proposition demonstrates, sample splitting can be used to debias the estimates:

Proposition 4. Suppose that T = «rt for some constant o > 1. We have that the test-retest stability
limpy_oo S is a.s. increasing in T when restricting to subject’s with 7 > 7.

See Appendix Section A for the proof.

To summarize, in the previous two sections, we have provided the conditions under which in-
ference from survey items is biased in the presence of limited self-knowledge. If an analyst were
to observe subjects’ levels of self-knowledge 7;, then Proposition 2 shows that subsetting on 7; re-
veals the direction and magnitude of biases in regression estimates. Put differently, an estimator of
self-knowledge can be used as a diagnostic tool to assess the extent and direction of potential bias.
Moreover, a researcher can use the estimator to improve the explanatory power of their regressions
as well as test-retest correlations. These insights motivate the next section, where we develop such

an estimator for 7;.

3 Estimator

In this section, we derive an estimator for an individual’s level of self-knowledge that is based on the
insights from Section 2.
3.1 Estimating Self-knowledge from Responses

We consider a panel data set comprising I > 1 agents and 7" > 1 waves. In each wave ¢, each
agent ¢ answers an identical set of K > 1 questions about distinct, time-invariant characteristics,

traits, or beliefs. We denote by 6,;, the value of the k™ characteristic for agent i and assume that
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characteristics are independently normally distributed in the population with mean 6 and variance
02.7 In contemplating the answer to question k in wave ¢, agent i generates a signal x;;; that she
uses to form her answer r;z;. The signal z;;; is normally distributed with mean 6; and variance o2 /7;,

independent of all other signals, such that the optimal response is given by

0 + T; Tipe

Tikt —
" 1+

Given the K x T answers observed for each agent ¢, the objective of a researcher is to estimate
agents’ levels of self-knowledge 7;. In Section 2, we have shown that 7 equals the (theoretical) vari-
ance of expected answers to different questions (between-variance), divided by the (theoretical)
variance of answers to the same questions (within-variance). To construct an estimator 7;, we use
the sample variance between average answers for different characteristics as an approximation of
the true between-variance and the average sample variance of answers for a given characteristic
as an approximation of the true within-variance. Denote agent i’s average answer to question k by
Tl = % Z?:l r;kt and her average answer over all questions by 7; = % Zle 7. Our estimator 7;
for the self-knowledge of agent i is given by

NP b S5, L S— ©)

Rz ket 2oimt (rike = 7ie)* T

The numerator in the first summand of the expression captures the variation between the average an-
swers of an agent for different characteristics, while the denominator expresses the average variation
in answers within characteristics. Since the expected value of the ratio of two random variables is not
the same as the ratio of their respective individual expected values, the denominator is adjusted by
a constant factor relative to the unbiased estimator of the within-variance® and a correction term of
1/T is subtracted from the ratio. These two adjustments are necessary to ensure that the estimator
is unbiased.

The following theorem establishes that 7; is a consistent and unbiased estimator of self-knowledge

7; and describes its properties.
Theorem 1. For every K, T that satisfy K(T — 1) > 4.

1. The estimator 7; satisfies

. W\ET-D)-2. 1
TZ—<’TZ—|—T> KT —1) F; T (10)

for some random variable F; that is F distributed with K — 1, K(T — 1) degrees of freedom for

every fixed vector of parameters T;, 7, 0.

2. 7; is an unbiased estimator for T;, i.e., E[7; | ;] = T;.

7See Appendix C.1 for a generalization to arbitrary and not necessarily identical distributions.
8An unbiased estimator of the within-variance is given by m Zle Zthl (rike — ﬂ-k)Q.
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Figure 3: Simulations
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Note: Kernel-density estimates, where lighter shading corresponds to a higher estimated density. Each panel is based on
the same 100 simulations, each with 7 =1,000 hypothetical individuals, for whom reports about K = 50 characteristics are
observed T' = 3 times. The panels use Gaussian kernels with bandwidth selection according to Silverman’s rule.

3. The standard error of the estimator 7; is given by

(11)

E[(i — )% | 7] = (Ti+ 1) 2((K—1)+K(T—1)_2).

T (K —1)(K(T —1)—4)

4. 7; is a consistent estimator and converges to T; at the rate 1/vK in the number of attributes,
and for all K > 4 it satisfies the following upper bound independent of the number of repeated

observations T':
2+ 1

E[(fi —m)? | m] < —

The proof of the theorem is provided in Appendix A. Part 4 of the theorem shows that for re-
trieving precise estimates, additional questions are more “valuable” than additional waves. This is
the case because, intuitively, having additional questions adds to the precision of estimating both
the between as well as the (average) within-variance, whereas additional waves only improve the
precision of the estimated within-variance. Therefore, as K goes to infinity, the estimator converges
to the true value even for just two waves, while the precision of the estimator is always limited for a

finite number of questions.

Remark 1. As we show in the proof of the theorem in Appendix A, the properties of the estimator extend

unchanged to the model with subjective self-knowledge.

3.2 Simulating the Performance of the Estimator

Next, we illustrate our model and the behavior of the estimator using numerical simulations. For all
illustrations, agents’ levels of self-knowledge 7; are drawn from a uniform distribution with support
[0.1,5]. The true average value of characteristics @ is set to 5 and the true population variance o
equals 1.

Figure 3 displays the joint distribution of the true level of self-knowledge 7; and the sample within-

variance, the sample between-variance, and estimated self-knowledge 7;. For the within-variance, we

16



Table 1: Accuracy of estimates for different numbers of respondents, characteristics, and waves

(1) (2) B @& 6

I (respondents) 100 10,000 100 100 100
K (characteristics) 15 15 50 15 50
T (waves) 3 3 3 10 10
Correlation 7 and 7 0.68 0.68 0.87 0.76 0.91
Rank correlation 7and 7 0.76 0.77 0.90 0.82 0.93
Median split correct 80% 80% 88% 83% 90%

Notes: The table shows the results of simulating response behavior accord-
ing to the model for different numbers of respondents, characteristics, and
waves. For each resulting dataset, we estimate 7 and compare its corre-
lation with the true 7. In the last row, we furthermore look at how many
respondents are correctly classified as above or below median 7 when per-
forming a median split according to 7.

observe the expected non-monotonic, hump-shaped relationship with the true level of self-knowledge
(Figure 3a). The estimates for the between-variance increase in the true level of self-knowledge,
but “fan out” for higher levels of true self-knowledge (Figure 3b). Our proposed estimator for self-
knowledge is strongly concentrated around the 45-degree line and thus informative about agents’
true levels of self-knowledge (Figure 3c).

In Table 1, we illustrate how the estimator performs for various sample specifications. We con-
sider 100 or 10,000 agents, 15 or 50 characteristics, and 3 or 10 waves, respectively. For each sce-
nario, we run 10,000 simulations and report the average value of three measures for the quality of
the estimates: Pearson’s correlation and Spearman’s rank correlation between estimated and true
self-knowledge and the proportion of simulated agents correctly identified as having a level of self-
knowledge above or below the median. If our estimator had no informational value at all, we would
expect a correlation and rank correlation of zero and 50% of correctly assigned agents in the median
split.

The values of the correlation and the rank correlation coefficients of 0.68 and 0.76 shown in
Column 1 for I = 100, K = 15, and T' = 3 suggest that the estimator is already informative
about self-knowledge for modest sample sizes. This is confirmed by 80% of hypothetical agents being
assigned to the correct half of the sample in terms of self-knowledge. In Column 2, the number of
hypothetical agents is increased to 10,000. The quality of predictions remains basically unchanged,
reflecting the fact that our estimator does not use population information. However, as can be seen
from Column 3, estimates strongly benefit from a larger number of characteristics (50 instead of
15), in line with Part 4 of the theorem. Relative to these increases, the increase in performance from
a higher number of answers per characteristic in Column 4 (ten instead of three) is not quite as
large (in line with Part 4 of the theorem, which shows that the standard error does not vanish in 7T7).
Column 5 combines the number of characteristics from Column 3 with the number of waves from
Column 4, yielding the best performance, with correlation coefficients above 0.9 and a median split
result of 90%. In sum, we find that the estimator performs reasonably well with a modest number
of fifteen characteristics and three waves, and its performance can be increased, in particular, by

increasing the number of characteristics.®

9In these simulations (and the construction of the estimator), we have assumed that the characteristics relevant for
estimating 7 are independent. In practice, this assumption may be violated, implying that responses from items measuring
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4 Experimental Evidence

This section presents experimental evidence. The purpose of the preregistered experiment is three-
fold: (i) to test the predictions of our model with respect to survey reports, (ii) to study the per-
formance of our estimator of 7, and (iii) to investigate the impact of self-knowledge on regression
estimates. The idea of the experiment is to create a choice environment where the researcher ob-
serves subjects’ reports (allowing us to estimate 7) while at the same time knowing the true type 0.
This allows us to study whether the relationship between reports and types follows our model’s pre-
dictions, and to investigate whether our estimator is successful in identifying subjects whose reports
are relatively more informative. In addition, by using an experiment, we can exogenously vary the
level of self-knowledge 7. This allows us to study whether the impact on responses follows our model’s
predictions and whether our estimator of 7 is capable of detecting this induced variation. Such tests
are difficult—if not impossible—with non-experimental data, where true types are unknown to the

researcher and self-knowledge cannot be exogenously varied.

4.1 Experimental Design

To create a choice environment with known types # and an exogenous variation in knowledge T,
the experiment exposed subjects to a simple, repeated, and incentivized estimation task. The setup
mimics a panel data set where respondents are repeatedly asked to respond to a set of different

questions.°

Types. The requirement that the researcher knows true types implies that we cannot work with
individual characteristics such as personality traits, preferences, or IQ, simply because these cannot
be known with certainty. In Section 5, we analyze a more standard survey environment where the
researcher does not know the types. To implement types known to the researcher (6;), we use a
classic psychometric dot estimation task. We presented subjects with a series of 60 screens, each
showing an image that contained between 60 and 150 dots. For an example of a dot image, see
Appendix Figure E.1. On each screen, the dots were randomly distributed across the image. For
each subject, we created 15 dot images by independently drawing the number of dots from a normal
distribution. The 15 images were repeated four times, resulting in 60 images per screen. Within each
repetition, we randomized the order of the images. For each image, subjects report the number of
dots by choosing one of eleven size categories (see Appendix Table F.1 for the categories and their
respective likelihoods). This procedure implements a panel structure, i.e., for every subject i, we
observe a total of 60 reports for K = 15 characteristics in 17" = 4 periods. We use this structure
to estimate 7, our estimator for self-knowledge 7, as described in Section 3.1. Prior to seeing the
images, subjects received detailed descriptions and visualizations of the expected dot distribution

and corresponding dot images. For details on the instructions, see Appendix Section L.

those characteristics are less informative for the estimation of 7. As we show in various simulations in Appendix Section
C.2, however, 7 remains highly informative about the true 7, even if characteristics are strongly correlated. To illustrate,
for the case of 100 respondents, 50 characteristics, and 15 waves, the rank correlation between 7 and true 7 is 0.90
if characteristics are drawn independently. If we instead assume correlations among characteristics of 0.2, 0.5, or 0.8,
respective rank correlations are 0.90, 0.88, and 0.82, i.e., quite similar. As expected, if all characteristics are perfectly
correlated, 7 is no longer informative for 7.

10We also ran an experiment that used a different estimation task and was conducted in a laboratory instead of an
online setting. Our results also replicate in this setting, see Appendix Section G for details.
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Payoff Function. We incentivized subjects to estimate the number of dots for each image as pre-
cisely as possible. The payoff function, 7, implements a quadratic loss function and corresponds

exactly to Equation (1) in the model, with

where 6 indicates the true type (number of dots) and r a subject’s report. For the payoff, one of the 60
screens was randomly selected. For the selected screen and respective report, subjects received 10€
minus the product of 0.10€ and the squared difference between the true type and the report. For
example, if a subject was shown an image of category 1 (50 dots — 68 dots) and estimated a number of
dots corresponding to category 8 (111 dots — 117 dots), the subject received 10€ — (1—8)% x 0.10€ =
5.10€. The endowment of 10€ rules out losses even if the difference between the true and the

estimated type was maximal.

Signal Precision and Treatments. To exogenously vary the precision 7 of the signal, we ran two
treatments that only differed in terms of how long subjects saw each of the 60 screens and how
visible the dots were. In the treatment Long, subjects saw each screen for 7.5 seconds, and the dots
were in dark grey. In contrast, in treatment Short, subjects saw each screen only for 0.5 seconds, and
the dots were in light grey, making them less visible. Treatments were randomly assigned between-

subject such that each subject participated in only one condition.

Procedural Details. In total, 308 subjects took part in the experiment, most of them being un-
dergraduate students of various majors at the University of Bonn. As pre-registered, we exclude 10
subjects who gave the same estimate for every one of the 60 screens. We also exclude one subject who
correctly estimated the category for all 60 screens, which we consider only possible with computer-
assisted tools. This leaves 297 subjects for the main analysis, 153 in the treatment Long and 144
in the treatment Short. The experiment was conducted online, for which we used oTree as the ex-
perimental software (Chen, Schonger, and Wickens, 2016). Recruitment was organized using the
software hroot (Bock, Baetge, and Nicklisch, 2014). Subjects received detailed information about
the rules and the structure of the experiment and were required to correctly answer several control

questions. For participation, subjects received a show-up fee of 4€.

4.2 Hypotheses and Results of the Experiment

Our experimental data is well-suited for testing several hypotheses related to our model. Specifically,
we formulate and test three sets of hypotheses. The first set concerns predictions our model makes
on the relationship between true types and responses. The second concerns the performance of our
estimator 7 in recovering subjects’ level of self-knowledge 7. The third set relates to whether splitting

samples based on 7 improves regression estimates.

4.2.1 Relationship between Types and Responses

Our model assumes that subjects’ optimal reports are a weighted sum of the population average 6
and the received signal z, see Equation (2). In the experiment, we induce a normal distribution with

a mean of five, which leads to the following testable hypothesis:
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Figure 4: Relationship between reports and types in the experiment
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Notes: Panel (a): Each dot represents the average number of dots that subjects report given the true number of dots (i.e.,
their true type). The dashed lines represent the linear fit of regressing reports on true types. Results are plotted separately
for the Long and Short treatment. Bars indicate 95% confidence intervals. Panel (b) repeats the analyses of Panel (a),
but instead of treatments it splits the sample into above and below median subjects based on their estimated degree of
self-knowledge 7.

Hypothesis 1. Average reports are linear in true types and biased towards the population average of

the true types, i.e., towards five.

The hypothesis can only be tested because, in our experiment, we know the true type. Graphically,
we would expect average reports for different true types to lie on a straight line that is rotated
clockwise around the population average. That is, we would expect an upward bias for low types
and a downward bias for high types.

Importantly, as Equation (2) also shows, subjects’ level of self-knowledge 7 should influence the
extent of the bias. In our model, subjects recognize (potentially imperfectly) and take into account
their individual-specific level of 7. Accordingly, the lower a subject’s level of self-knowledge 7, the
stronger the bias in their reports toward the average value of the characteristic. Since we exogenously
vary 7 in the experiment, we can test this causal relationship empirically, as stated in the following
hypothesis:

Hypothesis 2. The bias towards the population average is stronger in the Short-treatment than in the
Long-treatment.

Our third hypothesis concerns the predictive power of reports for true types. According to our model,
7 influences the report’s predictive power: the higher the level of 7 in a given population, the stronger
the predictive power of reports for true types. Using our exogenous variation, we can test this pre-

diction empirically:
Hypothesis 3. The predictive power of reports for types is stronger in the Long-treatment than in the

Short-treatment.

Testing Hypothesis 1. Figure 4 Panel A provides a visual test of Hypothesis 1. It plots, separately
for the two treatments, the average report subjects provide given each true type. As shown in the

figure, average reports increase fairly linearly in types. However, the increase is markedly less steep
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Table 2: Relationship between reports and true types

Dependent variable: True type

Subjects all by treatment by 7
Short Long low high
(1) (2) (3) (4) (5)
Report 0.581*** 0.462*** 0.691*** 0.391*** 0.758***
(0.023) (0.028) (0.032) (0.027) (0.025)
Constant 2.168*** 2.697*** 1.706™** 3.088*** 1.303***
(0.120) (0.151) (0.178) (0.146) (0.134)
Subjects 297 144 153 144 153
Observations 17,820 8,640 9,180 8,940 8,880
Report # 1 p < 0.001 p < 0.001 p < 0.001 p < 0.001 p < 0.001
R2 0.243 0.149 0.349 0.113 0.404
AR? 134% 258%

Notes: The table reports OLS estimates. Standard errors (in parentheses) are clustered at the
subject level. * p < 0.1, ** p < 0.05, *** p < 0.01.

than the 45-degree line, and a linear regression of types on reports intersects the 45-degree line
close to the population average of five. Hence, as predicted, average reports are biased towards the
population average, with overestimation for types below the population average and underestimation
for types above. Pooled across both treatments, the slope coefficient of regressing types on reports

is 0.581, which is significantly smaller than one (see Column (1) of Table 2 for details).

Testing Hypothesis 2. Figure 4 Panel A also provides visual evidence for Hypothesis 2. The extent
to which average reports are biased is markedly higher in the Short treatment compared to the Long
treatment. Accordingly, the regression slope in the latter is steeper, which is quantified in Columns
(2) and (3) of Table 2. Indeed, the interaction term between reports and treatment is significant
(p < 0.001). Hence, we confirm our hypothesis that reports are more biased towards the population

average when 7 is low.

Testing Hypothesis 3. Lastly, we investigate the predictive power of reports for identifying types.
As a measure of predictive power, we use the R? of regressing types on reports. Our hypothesis
implies that the R? in the Long treatment should be higher than in the Short treatment. This pattern
is confirmed by the data: while the R? in the Short treatment is 0.149, it more than doubles to 0.349
in the Long treatment. Hence, exogenously increasing 7 increases the predictive power of reports for
types.

4.2.2 Performance of the Self-knowledge Estimator

Next, we evaluate the performance of 7 — our estimator for 7. First, since our treatment manipulates
self-knowledge, and our estimator is designed to capture self-knowledge, 7 should be able to predict
subjects’ treatment status. That is, we expect that we can blindfold ourselves regarding the treatment
status and be able to tell only from the patterns in answers to which treatment a given subject was
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Figure 5: Distribution of estimated 7 in the experiment

=
o
S

©
B
o

o
N
o

— Long treatment
— Short treatment

Cumulative distribution function
g

o
o
S

0 2 4 6 8 10 12
Estimated t

assigned. As the Long-treatment increases self-knowledge, we have as hypothesis:

Hypothesis 4. Estimates 7 are larger for subjects in the Long-treatment than for those in the Short-

treatment.

The next hypothesis relates 7 to response patterns. If our estimator indeed captures subjects’ self-
knowledge, we should see that the bias in reports towards the average value of the characteristic

varies in 7. Specifically, we have:

Hypothesis 5. The bias towards the population average is stronger for high 7 subjects compared to low

T subjects.

Most importantly, we want to directly test whether our estimator is capable of identifying the infor-
mativeness of survey responses. That is, the responses of subjects for which we estimate high levels

of 7 should have more predictive power for their respective true types than subjects with low 7:

Hypothesis 6. The predictive power of reports for types is stronger for high 7 subjects compared to low

7 subjects.

Testing Hypothesis 4. In support of this hypothesis, 7 is higher for subjects in the Long-treatment
(average 7: 3.82, median: 3.55) compared to those in the Short-treatment (average 7: 1.86, median:
1.45), a significant difference (p < 0.001, t-test). In fact, the distribution of 7 in Long stochastically
dominates the distribution of 7 in Short. This is shown in Figure 5, which displays the cumulative dis-
tribution function of 7, separately for the Short and the Long-treatment, respectively. Put differently,
our estimator predicts subjects’ treatment status. This is also shown in a simple Probit regression

where we regress an indicator for the Long-treatment on our estimates for 7 (p < 0.001, two-sided).

Testing Hypothesis 5. Having established the sensitivity of our estimator, we now examine how
7 can help to understand bias between reports and types. Figure 4 Panel B provides visual evidence
that the level of 7 can be used to assess the severity of the bias. In the figure, we split the sample into
above and below median subjects based on their estimated level of self-knowledge, 7. We then plot
for each sample separately their average response for each type. Average reports are more biased
towards the population average among subjects with below median 7 compared to subjects with

above median 7. This pattern closely resembles the pattern of Panel A, where subjects are split based
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on their treatment status. We quantify the difference in slopes in Columns (4) and (5) of Table 2,
which display the respective regression slopes. They are significantly different from each other, as
indicated by the significant interaction term between reports and an indicator of the median split
(p < 0.001).

Testing Hypothesis 6. Lastly, we turn to analyzing whether 7 can identify the predictive power
of reports for types. Using R? as a measure of predictive power, we find that the R? of regressing
types on reports is 258% higher (from 0.113 to 0.404) when moving from below- to above-median 7
subjects.!! Thus, high 7 subjects provide more informative reports about their true type than low 7
subjects. In addition, our results also show that using 7 leads to a larger increase in R? than moving
from the Short to the Long treatment. This is remarkable, given that our estimator only uses the
pattern of subjects’ responses.

Using individual-level data, we can investigate the relationship between predictive power and
7 in more detail. Recall that each subject in the experiment made 60 estimation decisions. This
means that we can run regressions of these 60 reports on the respective true states separately for each
individual. The resulting individual-specific value of R? is informative about how well a subject is able
to discriminate between different true states. Moreover, the individual slope parameter reveals how
much weight is assigned to signals. The parameter is thus informative about the level of subjective
knowledge 7. Several observations can be made. First, in individual-level regressions, the values of R?
and the slope coefficients are strongly positively related, with a rank correlation of 0.73 (p < 0.001,
two-sided, Pearson: 0.73). This positive correlation supports the central assumption of the model:
agents who receive more precise signals (making their responses more predictive of their type, as
measured by R?) place more weight on those signals (as measured by the slope coefficient). Second,
the individual-level values of R? allow us to further test the validity of our estimator, which does not
use information about the true types. We find that the individual values of R? are strongly correlated
with the values of 7: the rank correlation is 0.94 (p < 0.001, two-sided, Pearson: 0.87).

This relationship can be analyzed even more thoroughly. In light of our model, the R?-values
can be transformed into alternative estimates of T according to the formula 75, = R*/ (1 — R?).
For the derivation, see Appendix I. The Pearson correlation between the alternative estimate and
our main estimate 7 is 0.94 (p < 0.001, two-sided, Pearson: 0.93). This finding is not mechanic
since the identification approaches behind the two estimators rest on entirely different information
in the data: the R?-based estimator uses the information about true states as input, while our self-

knowledge estimator 7 only uses reports.

4.2.3 Impact of Sample Splitting on Regression Estimates

Lastly, we turn to testing Propositions 2 and 3. If our estimator 7 identifies 7, we can use it to improve
regression estimates. Formally, when regressing an outcome variable on survey responses, we should
observe that, in the presence of biased OLS regressions, subsetting based on 7 reduces the bias and

increases R?:

Hypothesis 7. Restricting the sample to subjects with high 7 reduces bias in OLS regression estimates

and increases the R? of regressions.

UFocusing on the top 20% subjects with the highest 7+ further increases the R to 0.516.
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If confirmed by our data, the hypothesis provides evidence on the usefulness of our estimator for

improving inference in regressions.

Empirical strategy. To investigate the relationship between our estimator of self-knowledge and
bias in OLS regressions, we exploit the fact that we know the true type and simulate a linear rela-
tionship between types and an outcome variable. Against this benchmark, we can investigate how
using subjects’ responses instead of true types biases regression estimates, and, importantly, how we
can use our estimate of self-knowledge to detect such biases.

Specifically, we simulate a new variable y; that is a linear combination of the true type 6;; (number
of dots) plus a normal noise component. That is, we construct y;;, = Bo+ 101+, withe ~ N(0, 1)
and set 5y = 0, 51 = 1. We now want to compare how closely we can estimate 5 when, instead of
true types, we only observe subjects’ reports of true types, which in the context of our experiment is
the number of dots 7, subjects report. The regression thus becomes y;, = bg+ b17;. This setup thus
replicates the context studied in Section 2.4. With our simulation based on experimental data, we can
compare how b; relates to the objective benchmark 5, depending on the degree of self-knowledge

that we estimate from r;y.

Results. We run 1,000 simulations, in each of which we generate y;, as described above and run
an OLS regression using subjects’ reports of the true type. Figure 6 displays our results. We start in
Panel (a) with the influence on regression coefficients. The dashed line represents the full sample
coefficient obtained from averaging over all simulations, while the green line represents the true
coefficient. As displayed, the OLS coefficient is biased away from the true coefficient.'? Turning to
the impact of subsetting based on 7, each dot in the figure represents the average OLS coefficient
across all simulations of regressing ;. on r;;. We plot the coefficient for different subsamples where
we subsequently remove more subjects with low 7. Displayed are subsamples in 1% increments. For
instance, the first dot displays the coefficient when 10% of the subjects with the lowest 7 are removed
from the sample. The second dot then displays the coefficient when 11% of subjects are discarded,
and so on. As evident from the figure, removing subjects with low 7 brings the coefficient closer to
the true coefficient of 1. Accordingly, subsetting based on 7 mitigates biases in regressions, and the
mitigation is monotonic in the estimated level of 7, as predicted by Proposition 2. In Panel (b), we
show that a similar effect occurs with respect to R?: subsetting based on 7 increases the simulated
regression’s R2. These results provide empirical evidence for the usefulness of our estimator in as-
sessing the extent and direction of biases introduced by subjects’ responses. In the next section, we

will apply our 7 estimator to an actual survey environment.

5 Survey Evidence

An important aim of our exercise is to improve the informativeness of survey evidence for explaining
and predicting behavior. Consider the case of economic preferences, for example. Many researchers

are interested in explaining a particular behavioral outcome, such as investment or employment de-

12As for the source of the bias, in Appendix Section J, we provide some evidence that subjects have subjective self-
knowledge, which according to Proposition 1 biases regression estimates.

24



Figure 6: Relationship between reports and types in the experiment

1.0 1.0
ot
0.9 eev0et® 0.9
........ £
084 . Leeessseer® 0.8
....... eeeeces
207 osesesesetesse oo 0.7
S| eseasseter®
2 |
% 0.69 o o o o o o o o o o o o e e o e e e e e e e e e e e e e e e e e e e e e mmmm e 0.6
o
Sos Xos
[ .
D04 04 L eeneeee”
O | L gesesese®est®”
aasssess aase
03 031 L seeesssesenseee
..... esessesse®
0.2 L0 |
0.1 0.1
0.0 0.0
llU ZlO 3‘0 4‘0 5‘0 6‘0 7‘0 5‘0 9‘0 1‘0 ZlU 3‘0 4‘0 5‘0 6‘0 7‘0 8‘0 9‘0
Subsample of subjects Subsample of subjects
(a) Simulating the influence of subsetting based on 7 on coefficients (b) Simulating the influence of subsetting based on 7 on R?
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sample where the 10% of subjects with the lowest 7 are removed. The solid line represents the true coefficient 8 = 1.
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cisions, with the help of self-reported survey measures of risk or social preferences.3 In the presence
of limited self-knowledge, however, the latter are more or less informative depending on how accu-
rately individuals can assess their willingness to take risks or act prosocially in response to a given
survey item. In this section, we demonstrate how researchers can assess survey respondents’ levels of
self-knowledge with the help of a simple, repeated version of the Big-5 inventory. Based on this “self-
knowledge module”, we investigate the degree to which our estimator of self-knowledge improves
self-reported preference measures in predicting actual choices. More specifically, we ask whether
individuals whom we classify as having relatively high levels of self-knowledge display a stronger as-
sociation and a higher explained variance between self-reports and behavior, in comparison to those
with comparatively low self-knowledge.

To provide such a test, we ran a large, pre-registered survey. The survey contains our self-knowledge
module as well as a set of self-assessments and actual behaviors related to risk and altruism prefer-
ences. This setup allows us to test our estimator’s performance in improving survey responses. It also
allows us to compare the performance of our estimator with that of other commonly used methods

for improving the quality of survey responses.

5.1 Survey on self-assessment and behavior

Subjects participated in two subsequent waves, separated by one week. In the first wave, we asked
subjects to self-assess their preferences with respect to risk and altruism and measure related be-
haviors with the help of incentivized and non-incentivized elicitations. The second wave repeats

the self-assessments. Each session is supplemented by several questionnaires eliciting demographics

13Among hundreds of examples, consider for instance that self-assessed risk and altruism have been related to sustain-
able investment decisions (Heeb et al., 2023), willingness to act against climate change (Andre et al., 2024), compliance
with public health behaviors (Fang et al., 2022), labor market outcomes (Kosse and Tincani, 2020), job preferences (Non
et al., 2022), self-employment (Caliendo, Fossen, and Kritikos, 2014), and social interactions (Falk et al., 2018).
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and additional variables related to survey response behavior.'4 In the following, we explain these

measures in detail.

Self-assessments. Our main variables of interest are self-assessed risk taking and altruism. For
this purpose, we use the widely-used “general risk” question, which reads “How do you see yourself:
are you generally a person who is willing to take risks or do you try to avoid taking risks?”, using
an 11-point Likert scale with higher values indicating a higher willingness to take risks (taken from
Dohmen et al., 2011). For altruism, we use an item from Falk et al. (2018), which reads “How much
would you be willing to give to a good cause without expecting anything in return?”, again on an
11-point Likert scale with higher values representing a higher degree of altruism. We complement
these two “general” self-assessments with five domain-specific assessments for risk taking (Dohmen
et al., 2011), and five domain-specific assessments for altruism (Falk et al., 2018).

Each set of self-assessments (risk and altruism) was fielded two times in both waves, i.e., four
times in total. Within each session, we first fielded the standard version of the respective item and
then, later in the survey, a slightly rephrased version.!> For instance, the rephrased general risk
question reads “Which description fits you better: Do you tend to shy away from risks, or are you
generally a risk-taker?”, while the rephrased general altruism question reads “How willing are you to
donate to a charitable cause without any personal benefit?”. Both versions, standard and rephrased,

are identical in waves one and two, respectively.

A module to assess self-knowledge. To estimate 7 according to equation (9) we need to observe
repeated responses to a set of personality-related items. In many existing panel data sets, such data
already exist. If such data are not available, however, it is straightforward to construct them. Here,
we suggest using a repeated measure of the Big-Five inventory (neuroticism, extraversion, openness,
conscientiousness, and agreeableness). Specifically, we use the 15-item scale (Schupp and Gerlitz,
2008) that is regularly fielded as part of the German Socio-Economic Panel (SOEP). Using this short
Big-5 version as a module for estimating self-knowledge has the advantage that it needs relatively lit-
tle survey time'® and, as a byproduct, generates useful data on respondents’ personality. The module
consists of the original 15-item scale and one repetition, using a slightly rephrased version'7, i.e., it
consists of 30 items in total. The complete module can be found in Appendix Table F.2. It was fielded
in both waves.

Behavior under risk. To measure incentivized risk behavior, we elicit subjects’ certainty equivalent
for a lottery. Subjects face a series of 11 binary decisions between (i) a lottery with a 50% chance
of paying 1€ and a 50% chance of paying nothing and (ii) a safe option that pays with certainty a
particular monetary amount. Between decisions, we vary the amount received with certainty from
0€ (first decision) to 1€ (final decision). As pre-registered, we define the certainty equivalent as
the first amount for which subjects switch from choosing the lottery to choosing the certain amount.

Higher values thus indicate a higher willingness to take risks.

14Complete instructions and details of the survey are reported in Appendix Section L.

15We use slightly rephrased versions to avoid triggering consistency concerns among subjects.

16In our survey, the median completion time for the 15-item scale was 53 seconds, and 90% finished in less than 100
seconds.

17For example, instead of agreement to “I'm someone who has a vivid imagination and ideas,” the rephrased version
reads “I see myself as a person who is imaginative and has creativity.” .
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In addition, we measure self-reported risk behavior in various specific contexts, building on the
four dimensions of risky behavior studied in Dohmen et al. (2011). In particular, we ask subjects
whether (i) they currently smoke cigarettes, (ii) their household owned stocks in the past year, (iii)

they are currently or were in the past year self-employed, and (iv) they currently do sports.

Altruistic behavior. To derive an incentivized measure of altruistic behavior, we run a simple dicta-
tor game with a charity as recipient. Subjects were endowed with 1€ and could allocate the money
in increments of 0.10€ between themselves and a charity that helps children suffering from cancer.
Higher values indicate a higher donation to the charity.

As for risk, we also assess altruistic behavior in four specific contexts. Here, we rely on the four
dimensions of prosocial behavior that are elicited in the Gallup World Poll (see Falk et al., 2018).
Specifically, we ask subjects whether, in the last month, they (i) donated money to a charity, (ii) did

voluntary work in a non-profit, (iii) helped a stranger, or (iv) gave a gift to another person.

Measures to improve survey response behavior. To compare how our estimator performs in im-
proving survey evidence relative to other commonly used methods, we draw from a wide range of
previous work and include their proposed variables in our survey. We use self-reported and behav-
ioral measures of attention and effort, different averaging strategies, as well as anchoring vignettes
and strategies building on subjects’ response time. Table 3 summarizes the methods and measures

we use.

Sample and procedure. We partnered with the survey company Kantar, a commonly used provider
of online survey participants. We recruited a quota-representative sample with respect to age (three
bins), gender (two bins), and education (two bins). In total, 1001 subjects completed the first wave.
Of those, 740 also completed the second wave. As pre-registered, we restrict our analyses to the
latter sample. Of those, 48% are male, the average age is 53 years (SD = 15), and 37% have a
school degree that enables admission to universities (“Abitur”). Subjects took a median time of 11
minutes to complete the first, and 7 minutes to complete the second wave. At the end of the second
wave, for each subject, we randomly selected either the incentivized risk or altruism choice. If the
former was chosen, we randomly selected one of the binary risky decisions. The selected decision
was then implemented and paid. Subjects were informed about this procedure prior to making their

decisions.

5.2 Results

In presenting our results, we first describe our estimate of 7 and show that our test environment is
well suited to study the improvement of survey items, i.e., we show that our measures of self-assessed
risk and altruism significantly correlate with risky and altruistic behavior, respectively. This sets the
stage for our main analysis. Our criteria for assessing improvements in survey items are as follows:
higher OLS coefficients of self-assessments when regressing behavior on self-assessments (Criterion
1), increased explained variance in terms of R? (Criterion 2), and higher test-retest stability of self-

assessments (Criterion 3).

Estimating 7. We estimate 7 according to equation (9) using subjects’ responses to the self-knowledge

module (Big-Five inventory) fielded in waves 1 and 2. This allows us to assign a value for 7 for 99.2%
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Table 3: Summary of Measures and Estimators

Measure

Measurement

Construction

Self-knowledge 7 Top 50%

Self-knowledge 7 Top 20%

Self-reported attention

Revealed attention

Self-reported effort

Revealed effort

Self-reported reliability

Response time

Average domain response

Average responses

Demographic control

Anchoring vignettes

ORIV

We estimate 7 according to equation (9) using
subjects’ responses to the Big Five items.

We estimate 7 according to equation (9) using
subjects’ responses to the Big Five items.

Using the item from Meade and Craig (2012),
we ask subjects at the end of the survey how
much attention they paid to the study (5-
point Likert scale).

We use two standard attention checks (Berin-
sky et al., 2021). The first asks for subjects’ fa-
vorite color with instructions to respond “Or-
ange”, the second asks about survey partici-
pation with instructions to select both “Fre-
quent” and “Rarely.”

Using the item from Meade and Craig (2012),
we ask subjects at the end of the survey how
much effort they put towards the study (5-
point Likert scale).

We ask subjects about their opinion on Day-
light saving time. We ask subjects to write at
least 25 words as a response.

Using the item from Dohmen and Jagelka
(2023), we ask subjects at the end of the sur-
vey how reliable their responses are (11-point
Likert scale).

We measure completion time for both ses-
sions, used as an indicator for careless re-
sponses (Curran, 2016).

We average each self-assessment across all
domain-specific self-assessments plus the
respective general risk or altruistic self-
assessment.

We average each self-assessment across all
four repetitions.

Controlling for age, gender, education, in-
come, and happiness.

Using the method developed by King and
Wand (2007), we field six anchoring vi-
gnettes, three for the general risk question
and three for the general altruism question.
The vignettes describe individuals as highly,
medium, or little risk-seeking/altruistic and
subjects rate each individual using the same
scale as for the altruism/risk question.

Using the IV-strategy of Gillen, Snowberg, and
Yariv (2019) with repeated self-assessments.

Median-split using 7.

Subsetting on top 20% 7 sub-
jects.

Median-split using the self-
reported attention measure.

Splitting the sample into
whether subjects pass the
first check (measure 1), the
second (measure 2), or both
(measure 3).

Median-split using the self-
reported effort measure.

Splitting the sample into
whether subjects write at
least 25 words or not.

Median-split using the self-
reported reliability measure.

Splitting the sample by ex-
cluding the top 10% fastest
subjects (measure 1) or by ex-
cluding the fastest and slow-
est 25% (measure 2).

Using the average response
across domains.

Using the average response
across repetitions.

Multivariate regression using
the control variables.

We adjusted the risk and al-
truism self-assessments ac-
cording to their vignette re-
sponses.

Using the repeated measures
as an instrument in the re-
gression.
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of subjects in our sample. The remaining 0.8% (6 subjects) display no variation in their responses to
the Big-Five questionnaire (neither across items nor over time), rendering it impossible to estimate
7 for them. The average 7 has a value of 24.88, with a median of 11.88 (see Appendix Figure E.2
for the distribution of 7). Note that our model assumes that 7 is an individual-specific parameter,
which is stable over time and across domains. Using our survey data, we test and confirm this notion.
In particular, we find that when we estimate 7 separately for the first wave and the second wave,
both estimates are highly correlated (p < 0.001). Likewise, there is a significant positive relation-
ship between values of 7 that are estimated using our Big-Five module with estimates of 7 when
using the set of self-assessments concerning risk attitudes and altruism (see Appendix D for details).
Lastly, supporting the notion that our estimator is related to the informativeness of survey responses
more generally, we find that 7 is also significantly correlated with both self-reported and revealed

measures of response quality (for details, see Appendix Table F.3).

Test environment: the association of self-assessments with behavior. To study improvements in
survey items, we need a test environment that displays a significant association between self-reports
and behavior, which is precisely what guided our selection of survey items and respective behaviors.
Consistent with previous research, we find that self-assessed risk-taking and altruism indeed predict
behavior'8: For all five measures of risky behavior, the OLS coefficient of the general risk question is
positive and significant, ranging from 0.009 to 0.047. Similarly, for all five measures of altruistic be-
havior, the coefficient of the general altruism question is positive and significant, with values ranging
from 0.020 to 0.067 (for details, see columns (1) — (5) of Appendix Table F.4).

We also derive a composite measure for the relation between self-assessment and the whole set of
behavioral measures. To estimate this composite effect, we stack all five behavioral measures of each
domain (risk, altruism) together. Then, we run a fixed-effects regression of behavior on assessments,
controlling for each behavior with dummies and clustering standard errors on the subject level. In
this specification, we find a coefficient of 0.030 for the general risk question and a coefficient of
0.041 for the general altruism question, both significant at any conventional level (see column (6)
in Appendix Table F.4). Hence, these positive associations provide an appropriate test environment

for our main analysis, to which we turn next.

Criterion 1: Improving OLS-regression coefficients using 7. Our model predicts that the pos-
itive relationship between self-assessments and behavior is biased in the presence of limited self-
knowledge whenever subjects do not perfectly know their own level, as documented in Proposition
1. Importantly, as we show in Proposition 2, by subsetting based on 7, we can use 7 to assess the
extent and direction of the bias. Accordingly, subsetting should improve the quality of survey items
based on our first quality criterion.

We start testing this hypothesis by focusing on incentivized behavior. In Table 4, we regress
behavior in the form of the elicited certainty equivalent on the general risk in columns (1) — (3)
and dictator game giving on the altruism question in columns (4) — (6). To investigate the impact
of limited self-knowledge, we perform a median split based on 7. We find that the coefficient of

the above median sample is larger than for the below median sample in both instances. In fact, for

18We use the first wave standard measure of self-assessed risk-taking and altruism for the regression. Using the repeated
measure or the measure elicited in the second wave yields similar results.
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Table 4: Improving the relationship between self-assessments and incentivized behavior using 7

Dependent variable:

Lottery certainty equivalent Dictator game giving
Full sample 7 > median 7 < median Full sample 7 > median 7 < median
(1) (2) (3) (4) (5) (6)
General risk question 0.009** 0.017*** 0.003
(0.004) (0.006) (0.005)
General altruism question 0.066™** 0.077*** 0.053***
(0.004) (0.004) (0.007)
Constant 0.229*** 0.214*** 0.243*** 0.142%** 0.079** 0.215%**
(0.017) (0.021) (0.027) (0.028) (0.033) (0.046)
Observations 734 367 367 734 367 367
R2 0.008 0.026 0.001 0.233 0.357 0.132

Notes: The table shows OLS estimates. In Column (1), the independent variable is the general risk question. Measured on an 11-point Likert
scale, higher values indicate more self-assessed risk-seeking. The dependent variable is the elicited certainty equivalent of a lottery. Higher
values indicate a higher certainty equivalent measured in money. Columns (2) and (3) build on this regression and display results of a
sample split based on the median level of self-knowledge, estimated using the estimator 7. The independent variable of Column (4) is
the general altruism question. Measured on an 11-point Likert scale, higher values indicate more self-assessed altruism. The dependent
variable is the monetary amount given to charity in a dictator game. Columns (5) and (6) build on this regression and display results of a
sample split based on the median level of estimated self-knowledge. Robust standard errors are displayed in parentheses are clustered
at the subject level. Significance levels: * p < 0.1, p < 0.05, *** p < 0.01.

incentivized risk behavior, the association is no longer statistically significant among subjects with
below-median 7 (column (3)).1°

In Table 4, we study improvement in the coefficients of self-assessments using only the two in-
centivized behavioral measures and using a median split in self-knowledge. In Panel Al and A2 of
Figure 7, we expand our test strategy to the composite effect across all ten behavioral measures and
take into account a more fine-grained range of splits.2° Each dot in the figure represents the OLS
coefficient of one stacked regression of risk behavior on the general risk question in Panel Al and of
altruistic behavior on the general altruism question in Panel A2. We plot the coefficient for subsam-
ples where the x% of subjects with the lowest 7 are removed, i.e., we subsequently subset on subjects
with higher 7. Displayed are subsamples in 1% increments. For instance, the first dot in Panel A1 dis-
plays the coefficient of regressing risk behavior on the general risk question when 10% of the subjects
with the lowest 7 are removed. As evident from the figure, the relationship between self-assessments
and behavior increases when focusing on subjects with higher 7. Thus, we can replicate the finding
that subsetting based on 7 improves OLS coefficients that we document in our experiment in Figure

6.21 Overall, the improvements are fairly monotonic, in line with Proposition 2.

Criterion 2: Improving explained variance using 7. Next, we turn to analyzing improvements in
R? by splitting samples according to 7. According to Proposition 3, subsetting should increase the
R? under some assumptions in the presence of bias. Starting with incentivized behavior in Table 4,

we find an increase in R? for risk and altruism based on a median split of 7. Relative to baseline, the

19To illustrate the value of using the ratio of between and within variance instead of either one individually, we can
compare their respective percentage improvements. Performing a median split using the ratio, i.e., alongside our esti-
mator 7, leads to improvements in coefficients of 85% for risk and 17% for altruism. Performing a median split using
only the inverse within-variance leads to improvements of 27% and 8%, while using only the between-variance leads to
improvements of 66% and 3%.

20See Appendix Table F.5 for the specification of Table 4 with the other behavioral variables as dependent variables.

21Another potentially interesting comparison is how subsamples with high levels of 7 compare to subsamples with low
levels of 7. See Appendix Figure E.3 for the results.
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Figure 7: The influence of subsetting based on 7 on coefficients, predictive power and test-retest correlations
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Notes: In Panel Al and A2, each dot represents the OLS-coefficient from a stacked regression. In Panel A1 (Panel A2),
the general risk (altruism) question is the regression’s independent variable, and risk (altruistic) behavior is the dependent
variable. Each regression is run on a subsample where a percentage of subjects with the lowest estimated level of self-
knowledge 7 are excluded. The x-axis denotes the respective percentage removed, i.e., the first dot denotes the sample
where the 10% of subjects with the lowest 7 are removed. Shaded areas indicate 95% confidence intervals. Panel B1 and
B2: These panels display the R? values instead of the OLS coefficients from the respective regressions. Panel C1 and C2:
Each dot in Panel C1 represents the Pearson correlation coefficient between the general risk question in wave 1 and wave
2 of the survey. In Panel C2, each dot represents the wave 1 to wave 2 correlation of the general altruism question. Shaded
areas indicate 95% confidence intervals.

increase is 2, 936% for risk (columns (1) and (2)), and 171% for altruism (columns (4) and (5)).

Turning to all ten behavioral measures and more fine-grained splits, we repeat the regressions of
Panel A1 and A2 of Figure 7, but now display in Panel B1 and B2 the respective R? of each regression.
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That is, each dot represents the R? of one stacked regression of risk (altruistic) behavior on the
general risk (altruism) question. As before, dots display subsamples based on removing fractions of
subjects with low 7. We again find a relatively monotonic relationship between subsamples of 7 and
values of R2. The more the sample focuses on subjects with high 7, the higher the R2, in line with

Proposition 3.

Criterion 3: Improving test-retest correlations using 7. As discussed in Section 2.5, a common
criterion for the quality of a survey item is its test-retest stability. Our third analysis thus concerns
the relationship between our self-knowledge estimator and the stability of self-assessments over time.
According to Proposition 4, subsetting on higher levels of self-knowledge may increase the test-retest
stability of self-assessments. We test this prediction in Panel C of Figure 7. The figure displays pairwise
correlations in Panel C1 for the general risk question measured in the first wave of the survey and
the same question measured in the second wave. Likewise, Panel C2 shows pairwise correlations for
the general altruism item. As before, we display the correlations for different subsamples based on
values of 7.

We find that samples consisting of subjects with high 7 display much higher test-retest correla-
tions. At the extreme, the 10% of subjects with the highest 7 show a test-retest correlation of 0.94 for
the general risk question, and 0.86 for the general altruism question. Note that these results are not
specific to the general risk and altruism questions. As we show in Appendix Figure E.4, we find similar
effects for the domain-specific risk and altruism self-assessments: across self-assessments, focusing

on subjects with high 7 increases the test-retest stability relative to the baseline.

5.3 Comparing Alternative Methods to Improve Survey Evidence

As described in Section 5.1, we made a comprehensive selection of alternative methods to improve
self-assessments and included their measures in our survey. In this section, we are interested in

comparing the performance of these methods with the performance of our 7 estimator.

Comparing methods using criterion 1. First, we assess the relative performance of the different
methods in terms of their ability to increase the strength of the association between behavior and
self-assessments (Criterion 1). In Table 5, we focus on three aspects of this relationship. In columns
(2) and (3), we display the coefficient of the general risk question (column (2)) and the general
altruism question (column (3)) in a stacked regression of composite risk and altruistic behavior.22
This specification allows us to compare the average improvement of each method relative to the
baseline association across the five behavioral variables for each domain.

Recall that we collected ten behavioral measures, five for risk and five for altruism. Regressing
each individual behavior on either the general risk question or the general altruism question, we
can check how often a particular method leads to a strictly higher coefficient relative to baseline.
This measure is thus informative about the reliability of each method with respect to improving the
association across different behavioral outcomes and contexts. Results are shown in columns (4)

and (5), where the maximum number of improvement is five. Lastly, in columns (6) — (9), we report

22For details on the individual regressions for each of the ten behaviors, see Appendix Table F.6 for risk and F.7 for
altruism.
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the quantitative range of improvements for these ten regressions by displaying the minimum and
maximum improvement relative to baseline.

We find that the 7-subset estimator performs well relative to the other methods. The coefficient
estimated on the sample with above median self-knowledge yields one of the highest average as-
sociations, while both coefficients estimated on the top 20% of subjects are the highest across all
methods. Moreover, splitting the samples based on estimated self-knowledge is the only method that
consistently increases the association across all ten behavioral outcomes (see columns (4) and (5)).
Most of the other methods generally lead to increases for some variables and decreases for others. In
particular, two commonly used methods, attention checks and excluding speeders, are sensitive to
the specific behavioral variable used. Moreover, attention checks are sensitive to the specific check
used, as using the first attention check decreases the association in eight out of the ten cases, while
using the second method, or a combination of both, yields improvements in half of the cases.

Comparing methods using criterion 2. Turning to criterion 2, we investigate how each method
affects the predictive power of a regression as measured in terms of R2. Across methods and applica-
tions we find an improvement in R? in 55% of the 170 tests (17 methods x 5 variables x 2 domains)
we run, and lower levels of R? for the remaining cases. In comparison to the alternative methods,
subsetting on 7 works well. In both risk and altruism regressions, the R? from subsetting on 7 re-
gressions are among the highest overall. In particular, subsetting on the top 20% 7 yields the highest
R? in the stacked regression across all methods. Moreover, subsetting on 7 leads to improvements
for all ten variables. For details, see Appendix Table F.8 and F.9.

Comparing methods using criterion 3. We also compare the ability of the different methods to
improve test-retest correlations (criterion 3). Across methods and application (risk and altruism),
the test-retest stability is higher than for baseline in 77% of our tests, and lower for the remaining
tests. As with the other two criteria, subsetting on 7 performs well compared to the other methods.
It leads to the second largest test-retest correlations for the general risk question, and the largest for

the general altruism question compared to the other methods. For details, see Appendix Table F.10.

Interpretation. Taken together, we conclude that subsetting on 7 performs well on all three criteria
relative to other commonly used methods for improving survey evidence. When interpreting these
results, we note that some of the methods included in the comparison were not necessarily developed
with the aim of improving OLS regressions or test-retest correlations. For instance, attention checks
are regularly employed when subjects receive information, and where the research design requires
them to be attentive to that specific information.2? Similarly, anchoring vignettes are oftentimes used
when comparing responses across cultures. Moreover, the methods differ widely in the demands they
place on the researcher. Some measures, like response times, do not require the researcher to add
any new items, while others require the addition of (multiple) items. Hence, our analysis is not meant
to identify which one is the “best” overall method to improve survey evidence. Instead, it is meant
to illustrate how different methods affect estimates. This may help researchers to select the method
most appropriate for their individual purposes, given the trade-offs they face in designing surveys

and interpreting survey responses.

23However, often subjects are then excluded if they fail the check. As our results show, this practice may have unintended
consequences because associations between variables can become skewed in the “wrong” direction.
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Table 5: Comparing methods to improve survey evidence

Sample Stacked regression Number of Smallest Largest
size OLS coefficient improvements improvement improvement

Risk Altruism  Risk  Altruism Risk Altruism Risk Altruism
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Baseline 734 0.030 0.041
(0.002) (0.002)

Self-knowledge

Above median self-knowledge 367 0.036 0.047 5 5 0.003 0.003 0.008 0.011
(0.004)  (0.003)

Top 20% self-knowledge 147 0.044 0.052 5 5 0.002 0.009 0.022 0.018

. (0.005) (0.005)

Attention

Above median reported attention 508 0.029 0.039 2 2 -0.011 -0.008 0.009 0.004
(0.003)  (0.003)

Attention check 1 passed 581 0.027 0.038 1 1 -0.008  -0.008 0.003 0.005
(0.003) (0.003)

Attention check 2 passed 390 0.031 0.036 3 2 -0.011 -0.020 0.010 0.009
(0.004)  (0.003)

Both attention checks passed 367 0.031 0.036 3 2 -0.009 -0.021 0.011 0.011
(0.004) (0.003)

Effort

Above median reported effort 383 0.033 0.040 3 1 -0.003 -0.004 0.007 0.004
(0.003)  (0.003)

Effort check passed 316 0.028 0.038 3 2 -0.017 -0.012 0.015 0.004
(0.004)  (0.004)

Reliability

Above median reported reliability 439 0.034 0.040 4 2 -0.004  -0.008 0.015 0.006

(0.003) (0.003)
Response times

Excluding Top 10% speeders 661 0.028 0.039 1 1 -0.009 -0.003 0.006 0.002
(0.003)  (0.002)

Excluding slowest & fastest 25% 366 0.027 0.040 1 2 -0.016  -0.007 0.011 0.009

X (0.004) (0.003)

Averaging

Averaging across domains 734 0.039 0.050 4 4 0.000 -0.004 0.018 0.025
(0.003)  (0.003)

Averaging responses (2 repetitions) 734 0.031 0.046 3 5 -0.001 0.003 0.002 0.009
(0.003) (0.002)

Averaging responses (4 repetitions) 734 0.033 0.052 3 5 0.000 0.002 0.009 0.017
(0.003)  (0.002)

Further methods

Adding demographic controls 734 0.021 0.039 0 1 -0.013 -0.003 -0.003 0.001
(0.003)  (0.002)

Adjustment w/ anchoring vignettes 734 0.021 0.024 1 0 -0.020  -0.028 0.006 -0.004
(0.004)  (0.004)

ORIV 734 0.032 0.051 3 5 -0.001 0.008 0.005 0.015

(0.001)  (0.002)

Notes: The table shows the impact of different methods on OLS coefficients. For details on the different methods, see Table 3 for details. Column (1)

displays the resulting sample size from applying each method. Columns (2) and (3) display the OLS coefficient obtained from a stacked regression
of the five individual risk behavioral variables (Column (2)) and the five altruistic behavior variables (Column (3)) on self-assessed risk and altruism,
respectively. See Section 5.3 for details. Standard errors in parentheses are clustered at the subject level. Columns (4) and (5) display the number
of times (out of five) that applying the respective method strictly increases the OLS coefficient when regressing behavior on self-assessments.
Columns (6)-(9) display the smallest (6-7) and largest (8-9) improvements in OLS coefficients when applying the respective method.

In this sense, we regard our method as complementary to alternative methods. A key strength

of our method is that it can be estimated on items unrelated to the main variables of interest. For

instance, in our application, we use responses to personality items (the Big-Five) to improve the rela-
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tionship between risk and altruism assessments and behavior. This also means that in some instances,
researchers can use the method without fielding any additional items, but rely on existing measures.
This is the case, for example, when researchers work with panel surveys (like the CPS, the SOEP, or
the LISS panel) in which repeated measures of the Big-Five or other self-assessments are available.
We provide one such example in the next section.

5.4 Robustness
5.4.1 Replicating the Survey Results Using Large Panel Data

We apply our estimator to data from the German Socio-economic Panel?4, a large, representative
panel data set. This exercise explores whether the insights gained from our survey generalize to
panel data that is frequently used by researchers.

To derive an estimate of tau for each SOEP respondent, we use the 2005, 2009, 2013, and 2017
waves of the SOEP, as they contain the same 15-item Big Five inventory that we fielded to the survey
described in the previous section. We use the maximum number of waves available for a given re-
spondent. This gives us 21, 157 respondents in total. For 47.4% of the respondents, we observe their

responses in two waves, for 22.1% in three waves, and for 30.4% in all four waves.

Results. Due to data availability, in the SOEP we focus on the relationship between self-assessed
risk and three measures of risk behavior: whether individuals own risky financial securities, whether
they smoke, and whether they receive performance-based payments. As before, we regress behavior
on self-assessments and compare coefficients when splitting the sample into individuals with above
and below median level of estimated self-knowledge 7. For all three behavioral variables, we find
a stronger relationship for above median individuals. Differences in coefficients between the above
and below median sample range from 31% (smoking) to 115% (performance pay). In addition,
we observe an increase in R? in all three regressions, ranging from 87% to 610%. For details, see
Appendix Table F.11. Hence, we replicate the improvements with respect to criterion 1 and 2 of the
previous section in a large, representative sample.

5.4.2 Empirical evidence on subjective scale use

One potentially important influence on self-assessments is subjective scale use. In our extension of
the model (Section 2.3), we theoretically show that subjective scale use may influence reports but
not the estimation of 7. To investigate this prediction empirically, we fielded a scale use module at
the end of the survey’s second wave.2> The module consists of two questions, displayed in Figure 8.
In the first, subjects see two differently colored circles, and are asked to assess how much darker one
circle is relative to the other using the same 11-point Likert scale that is used for the self-assessments.
In the second, subjects see two differently sized circles. Subjects are asked to assess how much larger
they think one circle is relative to the other. Since the size and colors are the same across all subjects,
we can study individual-specific response patterns in Likert scales to an objective signal and relate it
to our estimate of 7 and self-assessments. Specifically, we construct two variables: the direct response
(0 to 10), and the absolute deviation from the scale midpoint (O to 5).

24Socio-Economic Panel (SOEP), data for years 1984-2017, version 34, SOEP, 2019, doi:10.5684/soep.v34.
25This module was first included in the Bonn Family Panel (Kosse et al., 2020) in 2019.
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Figure 8: Screenshots displaying the subjective scale use module

Please look at the two circles below. We are interested in your personal assessment:
Please look at the two circles below. We are interested in your personal assessment: yourp

: ) R
How much darker is the left circle compared to the right circle? How much larger is the left circle compared to the right circle?

There is no wrong answer.

Please answer using the following scale, where 0 means slightly darker and 10 means much darker. Please answer using the following scale, where 0 means slightly larger and 10 means much larger.

There is no wrong answer.

Sighty darker Mueh darkor Sightl arger Much larger
o 1 2 3 4 s 6 7 8 0 10 o 1 2 3 4 s 5 7 8 9 10

(a) Size assessment (b) Color assessment

We find that subjects’ responses are highly correlated across the module’s two questions (p = 0.59
for direct responses, and p = 0.41 for midpoint deviations, both p < 0.001). Because there is no
objective relationship between the size and color differences, this supports the presence of individual-
specific response patterns. Indeed, when we average the two questions into two indices (one for
direct responses and one for midpoint deviations), they predict responses in the general risk (direct
response: p = 0.21,p < 0.001, midpoint deviation: p = 0.08,p = 0.03) and altruism questions
(direct response: p = 0.14,p < 0.001, midpoint deviation: p = 0.17,p < 0.001). These results
show that our subjective scale use module can be used to account or correct for individual scale use
differences. Importantly, however, our estimate of 7, 7, is neither significantly correlated with the
direct response index (p = —0.02, p = 0.52) nor the midpoint deviation index (p = —0.05, p = 0.15).
Hence, we find empirical evidence for the prediction of our model: subjective scale use can be relevant

for self-assessments, but it is uncorrelated with our estimator.

6 Conclusion

In this paper, we developed a theoretical framework of survey response behavior. We assume that
respondents try to provide accurate answers but lack perfect self-knowledge, for example, because
information acquisition is costly. In addition, survey responses may be affected by inaccurate beliefs
about one’s self-knowledge, subjective scale use, trembling hand errors, as well as image or social
desirability effects.

A key insight of the model is that we can extract individual differences in self-knowledge based
on response patterns by using the ratio of the variance between characteristics and the variance
for a given characteristic over time. This is important since we show that regression estimates will
generally be biased in the presence of limited self-knowledge, and subsetting on subjects with high
self-knowledge helps assess the direction and magnitude of the bias. Building on these findings, we
suggest a consistent and unbiased estimator of self-knowledge, discuss its properties, and apply it
to experimental data as well as survey data. We show that the estimator reliably identifies individ-
ual differences in the informativeness of answers in the experiment where we know the true types.
Splitting the experimental sample shows that in the group estimated to have high self-knowledge,
subjects’ responses better predict true types, and regression estimates are less biased. We then show
the usefulness of our estimator in a large survey, where it improves the coefficients and explana-

tory power of self-assessments for behavior. Moreover, our estimator performs as well or better than
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leading alternative methods that aim to improve response quality. These applications illustrate the
value of distinguishing between respondents with high vs. low self-knowledge for improving survey
evidence. They suggest further econometric implications for the study of measurement error and
highlight the potential of integrating self-knowledge into regression frameworks.

The framework is kept deliberately simple but could be extended to allow for a richer and more
realistic analysis of survey response behavior. For example, we assume that the outcome of inspect-
ing one’s individual characteristics is simply an (exogenous) signal about one’s type. It would be
interesting to explore cognitive (and emotional) processes involved in this introspection process in
more detail, e.g., the role of limited memory and retrieval, how individuals select choice contexts
to evaluate their characteristics, or how social comparison or life experience affects introspection.
The framework also allows for integrating the role and meaning of response times, which could hold
strong practical importance. For example, many binary choice experiments in neuroscience and psy-
chology find that accuracy decreases as response time increases, in the sense that slower decisions
are less likely to be correct (Luce, 1986; Ratcliff and McKoon, 2008; Swensson, 1972).26 Another
interesting extension of the model and its applications would consider people’s actual priors about
the distribution of characteristics in the population. These priors may be heterogeneous and group-
specific. Eliciting and using actual priors may further improve inference from surveys. Finally, the
model could be extended to analyze more closely whether and how a lack of self-knowledge impacts
responses and inference when moving from survey items to incentive-compatible elicitation methods.

A better understanding of the survey response process may also inform the “optimal” design
of research. Conditional on survey respondents’ behavior, we can ask the question of how surveys
or other elicitation methods should be designed to extract the maximum amount of information.
Such a design perspective would consider research as a principal-agent relationship where agents
participate in surveys, experiments, or related research contexts that are designed by researchers
who optimize research paradigms conditional on agents’ behavior. Such an approach could be used
to investigate how to design survey items and response scales, when and how incentives should be
given, or how to design specific modules meant to correct for expected biases.

Throughout the paper, we make several assumptions concerning the nature and stability of self-
knowledge and personality traits in general, on which we would like to briefly comment on. First,
we treat 7 as an individual-specific characteristic that is informative across domains. This allows
us to estimate and assign a unique estimate of self-knowledge (e.g., based on the Big-Five), and
to use this estimate for applications in different domains (such as risk and altruism). Using our
survey evidence, we show that the estimates of 7 are in fact similar when estimated on different
characteristics: there is a significant positive relationship between values of 7 that are estimated
using our Big-Five module with estimates of 7 when using the set of self-assessments concerning risk
attitudes and altruism (see Appendix D for details). Our interpretation is not that self-knowledge is
identical across domains, however. Rather, we consider it a “latent factor” that carries informational
value across domains. Importantly, for practical applications, no assumption about the absence of
domain specificity is needed. A researcher interested in estimating a specific relation in a given
domain may use an estimator for 7 that is built on data that uses only information about that domain.

26Fudenberg, Strack, and Strzalecki (2018) and Alds-Ferrer, Fehr, and Netzer (2021) provide theoretical analyses of
the relationship between response times and the accuracy of binary decisions.
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Second, the model assumes no learning in the process of survey response and stability of per-
sonality traits over longer periods of time. The assumption of “forgetting signals” about one’s char-
acteristics is made for simplicity. Extending the model to incorporate learning from previous signals
would complicate the model and would not allow us to characterize a closed-form solution for 7 or
the estimator of 7. Whether this type of learning affects response behavior and the usefulness of
our method is ultimately an empirical question. In this respect, we offer two empirical findings that
provide suggestive evidence in favor of the model’s assumption. In the experiment, we can study
improvements over time by comparing their estimates with correct states. Our findings suggest that
little learning takes place.2” Turning to our survey evidence, recall that we ran the survey in two
waves and can therefore estimate 7 for each participant separately in wave 1 and wave 2, respec-
tively. We find that both estimates are highly correlated at the individual level (p = 0.62, p < 0.001),
suggesting little variance over time.

With respect to long-run stability of personality traits and 7, work in personality psychology sug-
gests that important traits, such as the Big-5 are relatively stable over time (see, e.g., Caspi, Roberts,
and Shiner, 2005; Cobb-Clark and Schurer, 2012). While this does not mean that personality is com-
pletely time-invariant, it does suggest that for reasonable time frames, it is a fair approximation to
assume stability. In this respect, our approach and method should be viewed as meaningful for time
spans where traits are relatively stable, a precondition that equally applies to the whole research
program on the effects of preferences and personality on relevant socio-economic outcomes. Impor-
tantly, when using our short survey module to estimate 7, no assumption about the stability of traits
above and beyond the duration of the survey is needed.

In conclusion, we have introduced a simple method that can be used without fielding new items
in existing panels. For researchers conducting new surveys, our short module can be directly incorpo-
rated, or the underlying approach can be adapted to their own survey items. Furthermore, our study
provides a comprehensive evaluation of alternative methodologies aimed at enhancing the quality
of survey data, accompanied by empirical comparisons of their relative effectiveness. These findings
offer researchers practical guidance for selecting the most suitable method for their specific research

objectives.

27 Specifically, recall that subjects in the experiment see distinct images, which are repeated 4 times. Within each repeti-
tion, the sequence of images is randomized. For the first set of images, the average absolute difference between estimated
and correct categories is 1.34. For the second to fourth, differences are 1.39, 1.36, and 1.35, respectively. Accordingly,
subjects are not getting better at estimating categories over time.
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