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Abstract I develop a dynamic model of individual decisionmaking in which the
agent derives utility from physical outcomes as well as from rational beliefs about
physical outcomes (“anticipation”), and these two payoff components can interact.
Beliefs and behavior are jointly determined in a personal equilibrium by the require-
ment that behavior given past beliefs must be consistent with those beliefs. I explore
three phenomena made possible by utility from anticipation, and prove that if the deci-
sionmaker’s behavior is distinguishable from a person’s who cares only about physical
outcomes, she must exhibit at least one of these phenomena. First, the decisionmaker
can be prone to self-fulfilling expectations. Second, she might be time-inconsistent
even if her preferences in all periods are identical. Third, she might exhibit informa-
tional preferences, where these preferences are intimately connected to her attitudes
toward disappointments. Applications of the framework to reference-dependent pref-
erences, impulsive behaviors, and emotionally difficult choices are discussed.
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416 B. Kőszegi

1 Introduction

Motivated by the obvious recognition that most people regularly experience emotions
related to anticipation, there has been some recent interest in incorporating these emo-
tions into theories of intertemporal individual decisionmaking (Loewenstein 1987;
Caplin and Leahy 2001; Kőszegi 2006, for example). In most existing models, the
decisionmaker’s utility from anticipation is separable from physical sources of utility
such as consumption and health. The essential aspect of many applications of eco-
nomic interest, however, is that anticipation interacts with other carriers of utility.
Whether a person is optimistic or pessimistic about the future, and whether she is anx-
ious about something, affects her motivation and energy to carry out costly tasks and to
take risks. Conversely, the activity someone is performing at the moment influences—
for instance by distracting her from unpleasant thoughts—the anticipatory utility she
derives from future events. And in evaluating a given consumption outcome, decision-
makers typically compare it to relevant reference points, which are determined at least
in part by the outcomes they had anticipated receiving (Kőszegi and Rabin 2006).

This paper develops a general framework for modeling decisionmaking that can
accommodate all the above phenomena. I introduce a model in which preferences
depend on anticipation, and propose a solution concept, personal equilibrium, for
endogenously determining anticipation and behavior in any environment. I identify
several types of behavior that can arise in my model but not in expected-utility and
other classical models of individual decisionmaking, and show that these deviations
constitute an exhaustive list in a strong sense: if the decisionmaker does not exhibit
any of them, she is indistinguishable from a classical decisionmaker. Finally, I discuss
the potential importance of the model for a few economic questions.

Section 2 presents the setup. There are two periods, t = 1, 2. A physical outcome
zt is realized in each of the two periods, and the decisionmaker’s choice problem con-
sists of choosing lotteries over these outcomes. But in addition to physical outcomes,
an expectation or anticipation f1, a probability distribution over future outcomes, is
irreversibly realized in period 1. Each self’s utility function ut can depend on the entire
vector of outcomes (z1, f1, z2).

To deviate as little as possible from previous models, I assume that the decision-
maker can predict her (stochastic) environment and her own behavior in that environ-
ment, so that she has rational expectations in period 1. Given that anticipation can
interact with utility from physical outcomes, this assumption raises a conceptual is-
sue: because future preferences (and therefore behavior) can depend on expectations
today, and rational expectations depend on future behavior, it is impossible to apply
standard dynamic solution concepts based on optimization and backward-induction
principles. I define a solution concept, personal equilibrium, as a situation where each
self maximizes her expected utility, and f1 coincides with the stochastic outcome im-
plied by behavior in period 2—which typically depends on f1.1 Personal equilibrium

1 This raises a second difficulty relative to previous models. In defining personal equilibrium, I need to be
explicit about the temporal placement of expectations, since a self’s maximization problem depends cru-
cially on whether she moves before f1 is realized—so that she can influence f1—or after it is realized—so
that she takes f1 as given.
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Utility from anticipation and personal equilibrium 417

endogenizes a decisionmaker’s expectations and behavior in any economic situation.
Since its introduction in previous versions of the paper, variants of personal equi-
librium have been used in a number of theories in the literature (Daido and Itoh
2005; Heidhues and Kőszegi 2005; Stone 2005; Kőszegi and Rabin 2006, 2007, 2009;
Masatlioglu and Nakajima 2007; Bénabou 2008; Heidhues and Kőszegi 2008, for
example).

In Sect. 3, I explore three types of behavior in this model, all of which have novel
features that do not arise in natural comparison worlds: the expected-utility-over-
physical-outcomes (henceforth EU), Kreps and Porteus (1978, henceforth KP), and
Caplin and Leahy (2001, henceforth CL) models. First, due to the interaction between
expectations and behavior, there could be multiple personal equilibria even when
only self 2 makes a non-trivial choice. For example, if a person had been pessimis-
tic about what her life would bring, she may have become disinterested and lethar-
gic, and now prefer not to exercise, study, or make other costly investments. As a
result, she fulfills her pessimistic expectations. But if she had been optimistic, she
is now more energetic, and can more easily make costly investments—again ful-
filling her expectations. Although she might not be indifferent between these two
personal equilibria, she cannot choose the one with higher expected utility. Hence,
within non-trivial bounds, her behavior is not uniquely determined by her prefer-
ences.

Second, the fact that self 2 does not internalize her effect on anticipatory feel-
ings—those being irreversibly realized in period 1—can lead to time inconsistency.
To demonstrate this, Sect. 3.2 begins by offering a definition of time consistency
appropriate for the paper’s framework: whenever self 2 prefers to deviate from self 1’s
expectations, self 1 must have preferred to anticipate and carry out the deviation. As
an example of time-inconsistent behavior, suppose a dieter wishes she would exercise
perfect self-control in the future, but if that was what she expected, she would splurge
a little bit. Similarly to the logic in Loewenstein (1987) and Caplin and Leahy (2001),
the dieter’s realization that she would splurge feeds back into her current expecta-
tions, and may make both selves worse off. But beyond the models in Loewenstein
(1987) and Caplin and Leahy (2001), if utility from anticipation and physical out-
comes interact, the emotional distress resulting from her realization can exacerbate
the dieter’s self-control problem. Furthermore, these patterns of time inconsistency
can arise—and taking an action that fails to maximize utility can be the unique per-
sonal equilibrium—even if both selves have the same utility function over the stream
of physical outcomes and expectations.

Third, self 1 might exhibit an intrinsic preference for information. In previous mod-
els, such preferences (Kreps and Porteus 1978; Caplin and Leahy 2001; Grant et al.
1998, 2000) are determined exclusively by the shape of the utility function in beliefs
about the future.2 The natural analog of this is the shape of u1 in the expectations f1,

2 Informational preferences can also arise in models where the decisionmaker cares only about physical
outcomes, but is time-inconsistent. With intertemporal conflicts, information acquisition serves a strategic
purpose, manipulating the actions of future selves (Carrillo 1998; Carrillo and Mariotti 2000; Bénabou
and Tirole 2002). With anticipation, informational preferences can arise even in the absence of strategic
considerations.
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determining the decisionmaker’s attitude toward the immediate experience of living
with uncertainty about what will happen to her. In my model, however, informational
preferences can arise even if u1 is linear in f1, so that this effect is neutralized. To illus-
trate the idea, suppose an employee learns that she will receive a bonus that is equally
likely to be $10,000 or $20,000. If her beliefs remain uncertain about the amount, upon
getting the bonus she will be disappointed with probability one-half and pleasantly
surprised with probability one-half. If she knows the amount, neither will happen, and
because she just learned that she would receive a bonus at all, her current disappoint-
ment may also be minimal. Therefore, if she dislikes future disappointments more
than she likes future pleasant surprises—she is disappointment averse—she would
choose to find out the size of the bonus. Section 3.3 formally defines disappointment
aversion and characterizes its relationship with informational preferences: if u1 is lin-
ear in f1, the decisionmaker prefers early full resolution of uncertainty if and only
if she is disappointment averse, and if her disappointment aversion satisfies an intui-
tive condition, she prefers more information to less even when uncertainty is not fully
resolved. Therefore, managing disappointments emerges as an important and complex
determinant of informational preferences.

Given the wide variety of emotions related to anticipation (hope, fear, anxiety,
disappointment, suspense, savoring, etc.), it may seem that the above are merely a
few examples of an unwieldy set of new patterns of behavior implied by utility from
anticipation. Instead, Sect. 4 establishes a surprising and important result: if a model
incorporating anticipation into decisionmaking is to generate observably different
behavior from EU, it must feature at least one of the above three phenomena. That is,
if informational preferences, utility-ranked multiple equilibria, and time inconsistency
are ruled out, there is a utility function v defined only over physical outcomes such that
in every decision problem the agent behaves as if she was maximizing the expectation
of v. Analogously, any difference between my model and KP has to do with the inter-
action between anticipation and physical outcomes or with time inconsistency. These
results provide a partial answer to a natural question raised by any model that enriches
previous ones: how the addition of new elements—here, utility from anticipation—is
reflected in choice behavior.

In Sect. 5, I demonstrate the usability of the model by discussing possible applica-
tions. In a reference-dependent model, assuming that the reference point is expecta-
tions, and imposing personal equilibrium, leads to the recent model of Kőszegi and
Rabin (2006, 2007). In a dynamic choice problem, supposing that a person’s impa-
tience depends on anticipatory feelings leads to a theory of the role of emotions in
self-regulation. And positing that the act of choice itself affects anticipatory utility by
drawing attention to its possible consequences might provide a framework for studying
circumstances under which people avoid difficult decisions.

The paper is organized as follows. Section 2 introduces notation and the concept of
personal equilibrium, and deals with existence. Section 3 illustrates the novel kinds of
behavior in the model. Section 4 gives the observational equivalence results. Section
5 provides possible applications of the theory. Section 6.1 offers comments on the
model, and discusses related literature. Section 6.2 deals with issues arising from the
fact that preferences in the model do not have a revealed-preference foundation. Proofs
of all major results are in the Appendix.
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2 Anticipation and decisionmaking

This section formulates a model of decisionmaking when anticipation affects utility.
As a motivating example, consider a basketball player going through a period of reha-
bilitation after knee surgery, during which she must decide how hard to work in her
training program. This situation is likely to evoke a multitude of emotions related to
anticipation: the athlete might, for instance, derive pleasure from anticipating being
back on the court, and she may feel disappointed if her expectations to be in top form
again do not materialize. Below, I relate these emotions and the athlete’s situation to
formal elements of my model.

Formally, the decisionmaker is involved in a two-period decision problem; Kőszegi
(2003) presents an extension of the model’s setup, definitions, and results to any finite
horizon. In periods t ∈ {1, 2}, “physical outcomes” zt ∈ Zt are realized, which are
standard consequence-based sources of utility usually assumed relevant in economics.
In the above example, the state of the athlete’s knee is a physical outcome. I assume
that each Zt is a Polish (complete separable metric) space. Most payoff spaces used
in applications are Polish; the reason for using this class is that all spaces constructed
from Z1 and Z2 below are also Polish in the appropriate topologies. Denote by �(S)

the space of Borel probability measures over a Polish space S (endowed with the
weak-* topology). For any outcome z ∈ Z1, Z2, let δz be the probability measure that
assigns unit mass to z.

In addition to the physical outcomes, the decisionmaker may also care about expec-
tations she forms in period 1 regarding her future physical outcomes. Formally, an
anticipatory outcome f1 ∈ F1 ≡ �(Z2) is realized in period 1, and this happens in an
irreversible manner: whether or not the athlete ends up as fit as she expected, at that
point it is impossible to change the expectations and their effect on utility. The central
part of the model is the formation of these expectations, which will be specified in
detail below.

The expectations and physical outcomes constitute all the payoffs the decisionmaker
cares about. In line with most previous research, I assume that for each t ∈ {1, 2},
self t’s preferences take the expected-utility form over the enriched outcome space:
they are representable by a von Neumann–Morgenstern utility function ut defined
on Z1 × F1 × Z2, where u1 and u2 are continuous. The foremost reason to assume
expected utility is methodological—extending past work by both enriching the con-
sequence space and relaxing expected utility would make it difficult to disentangle
the effects of these two major changes. Throughout the paper, for any measurable
function h and probability measure H, EH h(·) denotes

∫
h(x)d H(x).3 For notational

convenience, I will suppress arguments in the utility function that are deterministic
and do not depend on the agent’s choice.

In this formulation, anticipation can affect a decisionmaker’s utility in two impor-
tant ways. First, f1 can directly enter self 1’s utility, as when the athlete derives plea-

3 Using this notation, given history z1, f1, self 2 prefers the lottery l2 over l ′2 (where both are in �(Z2)) if
and only if El2 u2(z1, f1, ·) ≥ El′2 u2(z1, f1, ·). And self 1 prefers l1 over l ′1 (both in �(Z1 × F1 × Z2))

if El1 u1(·) ≥ El′1 u1(·).

123



420 B. Kőszegi

sure from anticipating being healthy. Second, expectations can interact with physical
outcomes in the determination of self 1’s or self 2’s utility, as when the athlete is dis-
appointed at not realizing her expectations to be healthy. CL and other previous work
have explored the implications of the former possibility, but much less the implications
of the latter one. In fact, imposing the condition that u1 and u2 are additively separable
in Z1 × Z2 and F1, my model is equivalent to CL.

For some statements in the paper, it is necessary that indifference between two
options be observable to an outsider. Without additional assumptions, this is not the
case because the agent might always choose (say) option 1 over an equally prefera-
ble option 2, so that indifference is observationally equivalent to strict preference. To
make indifference observable, I assume that for each t ∈ {1, 2}, there are outcomes
zt , zt ∈ Z2 such that self t is known to strictly prefer zt over zt (holding other out-
comes constant). Then, giving the agent an arbitrarily small probability of getting zt

rather than zt swings the agent’s choice to option 2, revealing that option 1 was not
strictly preferred. Along with non-satiation below, this assumption seems very weak,
and is likely to hold in most applications.

With preferences given, I turn to modeling the decisionmaking environment.
A decision problem in period 2 is a compact set d2 ⊂ �(Z2) satisfying the con-
dition that the set of feasible period-2 outcomes, Cl

[∪l2∈d2 suppl2
]

(where Cl de-
notes closure), is compact.4 Let D2 be the set of all such period-2 decision problems,
endowed with the topology generated by the Hausdorff metric. A decision problem at
time 1 is a compact set d1 ⊂ �(Z1 × D2) satisfying that the set of feasible period-1
outcomes,

Cl
{
z1|∃d2 ∈ D2 s.t. (z1, d2) ∈ ∪l1∈d1 supp l1

}
,

and the set of feasible period-2 outcomes,

Cl
{
z2|∃(z1, d2) ∈ Z1 × D2 s.t. (z1, d2) ∈ ∪l1∈d1 supp l1 and z2 ∈ ∪l2∈d2 supp l2

}
,

are compact. Hence, a decision in period 1 induces a lottery over pairs of physical
outcomes in that period and future decision problems. Let D1 be the set of all possible
period-1 decision problems, endowed with the topology generated by the Hausdorff
metric. Analogously to the feasibility of period-1 and period-2 outcomes, call a pair
(z1, d2) ∈ Z1 × D2 feasible if (z1, d2) ∈ Cl

[∪l1∈d1 supp l1
]
, and define the set of

feasible period-2 decision problems as Cl
{
d2|∃z1 ∈ Z1 s.t. (z1, d2) ∈ ∪l1∈d1 supp l1

}
.

It now remains to specify the decisionmaker’s behavior in this environment, espe-
cially how expectations are formed in period 1. I propose a solution concept, personal
equilibrium, to determine both expectations and behavior in an internally consistent
way. The standard ingredient of a personal equilibrium is a pair of history-contingent
measurable strategies of the two selves,

4 This condition is a technical one that, along with a similar condition on d1 below, ensures that the agent’s
utility over feasible outcomes is bounded in any given decision problem, so that all relevant expectations
in the decision problem are well-defined.
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Fig. 1 Timing of decisions and outcomes

σ1 ∈ d1 and σ2 : Z1 × F1 × D2 → �(Z2),

where σ2(z1, f1, d2) ∈ d2 for all z1, f1, d2. The novel feature of personal equilibrium
is a measurable “anticipation function”

φ : Z1 × D2 → F1,

which determines the decisionmaker’s expectations as a function of what happened up
to the end of period 1. The specification of φ embeds an assumption about timing: f1 is
realized after z1 and d2, as illustrated in Fig. 1. This is the simplest specification which
captures both the agent’s incentives to affect her expectations (in period 1), and the
possibility that she acts after they are realized (in period 2). The model is sufficiently
flexible to accommodate many possibilities about how the decisions and outcomes are
spaced. There could be a short or long time between the realization of f1 and period-2
choice, and self 2’s decision may immediately lead to the realization of z2, or there
might be a significant delay. The period-1 or period-2 decision could even capture,
in a reduced form, intertemporal choices whose outcomes are spread out over time.
Now:

Definition 1 Given a d1 ∈ D1, the profile (σ1, σ2, φ) constitutes a personal equilib-
rium if

1. (Optimization)

σ1 ∈ argmaxγ∈d1
Eγ

[
Eφ(z1,d2)u1(z1, φ(z1, d2), ·)

]
, and

σ2(z1, f1, d2) ∈ argmaxγ∈d2
Eγ u2(z1, f1, ·) for all f1 and

feasible (z1, d2).

2. (Internal Consistency) For all feasible (z1, d2),

φ(z1, d2) = σ2(z1, φ(z1, d2), d2).

Given a feasible (z1, d2), φ and σ2 constitute a continuation personal equilibrium if
for z1, d2, condition 1 is satisfied for self 2 and condition 2 is satisfied.

Personal equilibrium can be viewed as an extension of subgame-perfect equilib-
rium to a model incorporating utility from anticipation, and in fact the two concepts
are equivalent whenever utility does not depend on anticipation. The assumption of
optimization at each node is analogous to that in subgame-perfect equilibrium; the
only complication is that in self 1’s optimization problem, φ(z1, d2) determines both
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expectations in period 1 and the distribution of outcomes in period 2. In addition to
maximization at each node, personal equilibrium incorporates an assumption about
the formation of expectations. Namely, an internal consistency condition must hold:
the distribution of outcomes generated by self 2’s optimal behavior given period-1
expectations must coincide with those expectations.

The internal consistency condition in Definition 1 amounts to assuming that the
decisionmaker has rational (correct) expectations about her future behavior and out-
comes. While this is a strong assumption, it is a structured way to capture the notion
that in most situations people would have at least some ability to predict their own
behavior. In fact, exactly because personal equilibrium requires someone to predict
only her own behavior, it is not subject to much of the criticism leveled at classical
equilibrium concepts—which require players to predict others’ beliefs and behavior,
and which are being used ubiquitously despite this strong requirement. Rational expec-
tations are also useful to maintain from the methodological vantage point of deviating
minimally from previous models.5

Implicit in the definition of personal equilibrium is the assumption that the antic-
ipation function is not chosen by either self 1 or self 2. On the one hand, this means
that self 1 is in general unable to select from all expectations that are possible given
her decision problem, even though expectations are realized at time 1 just as physical
outcomes are. On the other hand, by the time self 2 makes her choice, she is also unable
to influence anticipation in period 1, even though it depends partly on her expected
behavior.

To complete the introduction of personal equilibrium, I show that it exists under
general conditions. As in many other models, it is necessary to allow for mixed strat-
egies to guarantee existence.6

Theorem 1 If any feasible d2 is convex, a personal equilibrium exists.

In the next sections, I compare the above theory to the EU, KP, and CL models. For
this purpose, I formally define what it means for the agent to behave indistinguishably
from these alternatives.

Definition 2 The agent behaves according to EU if there is a functionv : Z1×Z2 → R

such that in any decision problem, l ∈ �(Z1×Z2) is a distribution of outcomes induced
in personal equilibrium if and only if it maximizes the expectation of v among feasible
distributions of outcomes.

The agent behaves according to KP if there are functions v1 : Z1 × R → R and
v2 : Z1 × Z2 → R such that i.) σ1 and σ2 are personal-equilibrium strategies if and

5 Despite these advantages, there is one way in which rationality may be less reasonable to assume in
this context than in more classical settings. Specifically, because rational expectations prevent one from
manipulating beliefs, a person who derives utility from anticipation may prefer not to be rational to increase
her utility (Brunnermeier and Parker 2005; Landier 1999). This is never the case for decisionmakers who
only care about physical outcomes. However, incorporating existing reduced-form formalizations of infor-
mation-processing biases (Rabin and Schrag 1999; Akerlof and Dickens 1982; Gervais and Odean 2001;
Manove and Padilla 1999, for example), and especially developing a full-fledged model of how people fool
themselves, is beyond the scope of this paper.
6 To see this, observe that Example 3 in Sect. 3.2 does not have a pure-strategy personal equilibrium when
self 2’s decision problem is {δz , δz′ , δζ , δζ ′ }.
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only if σ1 maximizes the expectation of v1
(
z1, maxl2∈d2 El2v2(z1, ·)

)
over d1 and for

any f1 and feasible z1, d2, σ2 maximizes the expectation of v2(z1, ·) over d2.
The agent behaves according to CL if u1 and u2 are additively separable in f1 and

the physical outcomes.

Section 6.1 further discusses related literature and comments on the model.

3 Key properties of preferences with anticipation

The main contribution of this paper is to put forward a general framework for thinking
about individual decisionmaking when utility from anticipation affects choice. At the
same time, an important goal is to establish some general properties of the proposed
model. In that spirit, this section explores three phenomena made possible by utility
from anticipation. I focus on these phenomena because they are likely to be important
in many applications, and because (as I establish in Sect. 4) any deviation from the
behavioral predictions of more classical models is related to at least one of them.

In each subsection, I develop an example in which some aspect of the agent’s behav-
ior is observably inconsistent with EU, KP, or CL models. This means that there is a set
of decision problems and a corresponding set of personal-equilibrium choices that are
never made by any decisionmaker with EU, KP, or CL preferences. After discussing
the example, in each subsection I introduce a restriction that rules out the particular
behavior. The characterization theorems in Sect. 4 show that if these restrictions are
imposed, no non-standard forms of behavior remain.

3.1 Self-fulfilling expectations

Recall that for an outcome z, δz assigns unit mass to z. Consider the following simple
example.

Example 1 At t = 1, choice is degenerate and (z1, d2) is deterministic. At t = 2,
there are two outcomes, z and z′, to choose from. As a function of expectations (δz or
δz′ ) and outcomes (z or z′), u2 is given by the following table:

z z′
δz 3 2
δz′ 0 1

In Example 1, expecting z and then choosing it is a personal equilibrium, and so
is expecting z′ and choosing it. Furthermore, in both of these personal equilibria, self
2 strictly prefers the option she chooses over the alternative. With EU, KP, and CL,
in contrast, all options that self 2 is willing to choose from a choice set yield her
the same utility, maximizing the expectation of v(z1, ·), v2(z1, ·), and u2(z1, ·) in the
case of EU, KP, and CL, respectively. In fact, the same is true in non-expected utility
models more generally, including Chew and Epstein (1989), Epstein and Zin (1989),
and Skiadas (1998).
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The above difference can be revealed in behavior by exploiting that self 2 strictly
prefers z2 to z2. For a sufficiently small ε > 0, for instance, it is a personal equi-
librium for the decisionmaker to choose (1 − ε)δz + εδz2

from the choice set
{(1 − ε)δz + εδz2

, (1 − ε)δz′ + εδz2}, and to choose (1 − ε)δz′ + εδz2
from the choice

set {(1 − ε)δz′ + εδz2
, (1 − ε)δz + εδz2}. These choices are inconsistent with EU, KP,

and CL, however, because in these models the former choice would mean the agent
strictly prefers z to z′, and the second choice would mean she strictly prefers z′ to z.

In a model of loss aversion that builds on the insights of prospect theory (Kahneman
and Tversky 1979), Kőszegi and Rabin (2006) provide a natural example of the kind of
multiplicity in Example 1.7 Suppose that a consumer’s utility from shoes and money
depends on how her consumption outcome compares to her prior expectations in these
two dimensions, and that in both dimensions she is more sensitive to falling short of
her expectations than to ending up above them. Then, if she had expected to buy the
shoes, she would assess not doing so as a loss in shoes and a gain (of the amount
not spent) in money. Being more sensitive to losses, she strictly prefers to conform to
her expectations and buy the shoes. In contrast, if she had expected not to buy, she
would assess buying as a loss in money and a gain in shoes, and to avoid the loss
she strictly prefers not to buy. Hence, for a range of price levels, there are multiple
personal equilibria.8

In the characterization result, I will rule out the central feature of Example 1—
that there are two options the agent may choose, but she is not indifferent between
them—by assuming that if there are two different personal-equilibrium choices, self 2
is indifferent between them in each personal equilibrium. Intuitively, this means that
the agent’s behavior is “stable” in that she can never be observed to make one choice
from a choice set, and then to strictly prefer another option from the same set.

Definition 3 The decisionmaker is stable if for any z1 ∈ Z1 and d2 ∈ D2, if f1 and
f ′
1 are the period-1 expectations in two continuation personal equilibria, then

E f1 u2(z1, f1, ·) = E f ′
1
u2(z1, f1, ·).

Noting the kind of multiplicity issue above, Kőszegi and Rabin (2006, 2007) argue
that a person should be able to make any credible plans for her own behavior, and hence
propose the refinement that self 1 can select her favorite or “preferred personal equi-
librium.”9 Assuming preferred personal equilibrium rather than personal equilibrium,
stability is not necessary for the key characterization result (Theorem 3). But while this
refinement seems plausible in many settings, there are also some situations—such as
the example of optimistic versus pessimistic life outlook in the introduction—where it
is not clear that a person can select the best personal equilibrium. Furthermore, Kőszegi
and Rabin (2009) show that in a dynamic situation where a decisionmaker does not

7 Kőszegi and Rabin’s model is discussed in more detail in Sect. 5.
8 Example 1 is also easily adapted to handle the story of optimistic and pessimistic attitudes mentioned in
the introduction. In that example, actions are investments into the future rather than decisions with imme-
diate consequences, and the effort cost of investment (e.g. exercising) is higher when expectations are more
pessimistic.
9 The proof of Theorem 1 in the Appendix implies that a preferred personal equilibrium exists.
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necessarily start off with preferred-personal-equilibrium beliefs, switching to those
beliefs might generate negative utility, so that she does not play the preferred personal
equilibrium. For these reasons, the current paper focuses on the less restrictive notion
of personal equilibrium.

3.2 Time inconsistency

This section argues that anticipatory utility has important implications related to time
inconsistency. To address this issue, however, I need to begin by defining time consis-
tency in this framework. Whenever an existing concept is extended to a new setting,
a judgment must be made as to the essence of the notion one is trying to capture.
I will think of “intuitive time consistency” (ITC) as a situation where future selves
are willing to carry out earlier selves’ favorite plans. The following example gives
a simple situation in which self 2 is not willing to do so. Based on this example,
I argue that two conventional formal definitions of time consistency are unsuited for
the current model. I then suggest an appropriate replacement.

Example 2 There is no choice in period 1, and self 2 can choose from the set {z, ζ ′}.
The utilities u1 = u2 ≡ u are given by the following table as a function of expectations
and outcomes:

z ζ ′
δz 2 3
δζ ′ 0 1

Since u1(δz, z) > u1(δζ ′ , ζ ′), self 1 would like self 2 to choose z. Yet in the unique
personal equilibrium, self 2 chooses ζ ′. That is, the two intertemporal selves have
the same utility function u over streams of physical outcomes and expectations, yet
they fail to maximize the expectation of u. For example, a restaurant-goer’s favorite
rational plan might be to expect to eat a light meal and then eat a light meal, rather
than to expect to eat a fat-laden meal and then eat a fat-laden meal. But an even better
outcome might be to expect to eat light, and then surprise herself with a fancy fat-laden
meal. Not being able to surprise herself in a personal equilibrium, she is stuck with
the ex-ante suboptimal option.

Standard definitions of time (in)consistency cannot fully account for the violation
of ITC in this example. One definition, which I will call “preference time consistency”
(PTC), requires selves 1 and 2 to have the same (possibly history-dependent) prefer-
ences over outcomes in period 2. Since the agent in Example 2 (for whom u1 = u2)
is PTC, this definition is clearly inappropriate for the current model.

The other standard definition, which I will call “commitment time consistency”
(CTC), requires that the agent never have a value from commitment. This definition
faces a serious problem as well. Example 1, which features multiple (possibly utility-
ranked) equilibria, violates CTC, yet in that example self 2 is perfectly willing to carry
out self 1’s favorite course of action—so long as self 1 expects her to do so. In other
words, even in a low-utility equilibrium, it is not self 2’s behavior that is “wrong,” but

123



426 B. Kőszegi

self 1’s expectations, and if self 1 could change her expectations, self 2’s preferred
action would change as well. Hence, the exclusive reason self 1 prefers commitment
is to change her own expectations, a situation that does not seem to violate ITC.

The above problems with extending standard notions of time consistency arise
from the fact that self 1 exists before f1 is realized, while self 2 exists afterwards. My
proposed definition of time consistency is an extension of PTC that deals with this
complication.

Definition 4 The decisionmaker is time consistent if for all z1 ∈ Z1, d2 ∈ D2, and
f1, f ′

1 ∈ d2,

E f ′
1
u2(z1, f1, ·) > E f1 u2(z1, f1, ·) 
⇒ E f ′

1
u1(z1, f ′

1, ·) > E f1 u1(z1, f1, ·). (1)

Definition 1 says that if self 2 prefers f ′
1 over following through on an expectation to

choose f1, then self 1 also prefers f ′
1 to f1. According to this definition, preferences in

Example 2 are time inconsistent (u2(δz, ζ
′) > u2(δz, z), yet u1(δz, z) > u1(δζ ′ , ζ ′)).

Intuitively, while self 2 cares as much about period-1 expectations as self 1 does, these
are already realized by the time she makes her choice, so she does not internalize
her effect on them. And self 1’s realization that self 2 would not do so decreases
both selves’ utility. This argument for why the passage of feelings can lead to time
inconsistency was first given by Loewenstein (1987) and Caplin and Leahy (2001).
But both papers then assumed time-inconsistent preferences in the standard way, by
making the utility functions different for different selves. Example 2 formally shows
that time inconsistency can follow purely from the feedback of self 2’s actions into
self 1’s expectations, not from different preferences.

When the utility from later physical outcomes interacts with earlier expectations,
an important manifestation of time inconsistency is the context-dependence of pref-
erences. That is, a person’s behavior can depend on unchosen alternatives even when
only a single decision is made:

Example 3 There is no choice in period 1. In period 2, four possible outcomes are
{z, z′, ζ, ζ ′}. Utilities u1 = u2 ≡ u are given by the following table as a function of
expectations and outcomes:

ζ z z′ ζ ′
δζ 12 13 10 11
δz 14 16 15 17
δz′ 5 3 4 2
δζ ′ 10 7 9 8

If the decisionmaker’s choice set is {z, z′, ζ ′}, the unique pure-strategy personal
equilibrium is to choose z′. For example, the athlete in rehab used to motivate the
model in Sect. 2 may prefer to look forward to training hard and being at full strength
again (z), but be frustrated in this if self 2 has a choice to do a mediocre job (ζ ′) instead.
This undermines the athlete’s optimism, and she ends up not training at all after her
injury (z′). But if the decisionmaker’s choice set is {z, z′, ζ }, the unique pure-strategy
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personal equilibrium is to choose z. Intuitively, if she has the option of using a moti-
vating trainer (choosing ζ ), the athlete cannot get stuck not training. In fact, realizing
this changes her attitudes toward rehab, and she chooses to train even by herself. The
option of working with a trainer is necessary not because she ends up using that option,
but because it ensures to her that she will not get stuck in a bad personal equilibrium.
Therefore, the nature of a athlete’s unchosen alternatives—whether they bolster or
undermine motivating expectations—are crucial in determining her behavior.10

Example 3 is inconsistent with EU, KP, or CL models. For an EU, KP, or CL
decisionmaker to choose z′ from {z, z′, ζ ′}, self 2 must prefer it to z. Then, z cannot
be the unique preferred choice from {z, z′, ζ }.11 Similarly to Sect. 3.1, one can elicit
these preferences by exploiting that self 2 prefers z2 to z2. For a sufficiently small ε,
the unique personal equilibrium from the choice set {(1 − ε)δz + εδz2 , (1 − ε)δz′ +
εδz2

, ζ ′} is (1 − ε)δz′ + εδz2
, and the unique personal equilibrium from the choice set

{(1 − ε)δz + εδz2
, (1 − ε)δz′ + εδz2 , ζ } is (1 − ε)δz + εδz2

. This is impossible with
EU, KP, or CL preferences, because in these models the former choice would mean
the decisionmaker strictly prefers z′ to z, and the latter choice would mean she strictly
prefers z to z′.

Observation 1 below shows that if the decisionmaker is time consistent, choosing
self 1’s favorite option from a choice set is a personal equilibrium. This directly rules
out Example 2, and also rules out Example 3 because self 1 cannot strictly prefer both
z and z′ over the other.

Observation 1 Suppose the agent is time consistent. Then, for any z1 ∈ Z1 and
d2 ∈ D2, if f ∗

1 solves max f1∈d2 E f1u1(z1, f1, ·), there is a continuation personal
equilibrium with expectation f ∗

1 .

Proof Suppose by contradiction that f ∗
1 is not a continuation equilibrium. Then, there

is an f ′
1 such that E f ′

1
u1(z1, f ∗

1 , ·) > E f ∗
1

u1(z1, f ∗
1 , ·). Then, by time consistency, f ∗

1
does not solve the above maximization problem. �

While Observation 1 shows that time consistency is sufficient to rule out the kind of
behavior in Example 3, it is clearly not necessary for that purpose. Ideally, for charac-
terizing the differences between decisionmakers with and without emotions related to
anticipation, one would like to rule out only “anticipation-related” time inconsistency.
Unfortunately, it is not clear what such a concept would mean, so I use the general
notion of time consistency in Definition 1.

3.3 Informational preferences

This section shows that the decisionmaker has informational preferences that are
closely related to her disappointment aversion, a relationship that is both largely unex-

10 Relatedly, when preferences are time inconsistent, the agent may want to manipulate her own expec-
tations to influence her future behavior. This is also true in standard settings (Carrillo 1998; Carrillo and
Mariotti 2000; Bénabou and Tirole 2002).
11 Behavior can also depend on unchosen alternatives in time-inconsistent models with standard pref-
erences. In that case, however, unchosen alternatives can only influence behavior through the strategic
interaction between different selves, and hence not in situations where only a single decision is made.
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plored in previous research and that can lead to observably different behavior from
EU and KP. For related results on the connection between informational preferences
and disappointment aversion, see Dillenberger (2008) and Kőszegi and Rabin (2009).

Throughout the section, I will use the following measure of disappointment aver-
sion:

Tz1(z2, z′
2) ≡ (u1(z1, δz2 , z2) − u1(z1, δz2 , z′

2)) − (u1(z1, δz′
2
, z2) − u1(z1, δz′

2
, z′

2)).

To interpret this expression, suppose that the agent prefers z2 to z′
2. Then, the first dif-

ference represents the utility loss from the disappointing outcome of z′
2 when expecting

the outcome z2. The second difference is the person’s utility gain from the pleasant
surprise of getting z2 after expecting z′

2. Hence, Tz1(z2, z′
2) measures how much more

self 1 dislikes future disappointments than she likes future pleasant surprises. Based
on this measure, I define:

Definition 5 The decisionmaker is disappointment averse if Tz1(z2, z′
2) ≥ 0 for all

z1 ∈ Z1 and z2, z′
2 ∈ Z2. The decisionmaker is disappointment neutral if Tz1(z2, z′

2)=0
for all z1 ∈ Z1 and z2, z′

2 ∈ Z2.

Throughout this section, I will assume that u1 is linear in f1. In most previous work
on informational preferences (KP; CL; Epstein and Zin 1989; Grant et al. 1998, 2000),
if utility is linear in beliefs about the future the agent is indifferent to decision-irrelevant
information. Hence, this assumption allows me to isolate informational preferences
that are unique to the current theory. Psychologically, the assumption means that the
decisionmaker is indifferent to the current experience of insecurity about what will
happen to her.

The following example will motivate the main results.

Example 4 Z1 is trivial, and there are three possible outcomes z, z′, z′′ in period 2.
u1 is linear in f1, it satisfies u1(z1, f1, z) > u1(z1, f1, z′′) > u1(z1, f1, z′) for all f1,
and Tz1(z, z′) = 24, Tz1(z, z′′) = 2, Tz1(z

′, z′′) = 1.

Suppose that the decisionmaker in Example 4 is facing a lottery that gives her z
or z′ with probability one-half each. Would self 1 choose to find out the outcome in
advance?12 If she learns it, she gets the expected utility

1

2
u1(δz, z) + 1

2
u1(δz′, z′), (2)

while waiting to resolve the uncertainty gives her the expected payoff

1

2
u1

(
1

2
δz + 1

2
δz′ , z

)

+ 1

2
u1

(
1

2
δz + 1

2
δz′ , z′

)

. (3)

12 Following KP, the way to represent this decision in the framework of Sect. 2 is the following. Early res-
olution of uncertainty corresponds to a choice that leads with probability one-half to the singleton period-2
choice set containing z, and with probability one-half to the singleton period-2 choice set containing z′.
Late resolution of uncertainty is the choice that leads, with probability one, to the singleton choice set with
the fifty-fifty lottery between z and z′.
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Using that u1 is linear in f1, the difference between Expressions (2) and (3) is
1
4 Tz1(z, z′) = 6. Hence, the decisionmaker prefers to resolve the uncertainty in the
first period, and does so exactly because she is disappointment averse. Intuitively,
leaving her beliefs uncertain exposes the agent to either a disappointment (if she gets
the worse outcome z′) or to a pleasant surprise (if she gets the better outcome z). If
she dislikes future disappointments more than she likes future pleasant surprises, she
would rather avoid both by learning the truth now.13

Now suppose that the decisionmaker is facing the lottery in which she can get z, z′,
or z′′ with probability one-third each. Using a similar calculation to that above, the
difference in expected utility between fully resolving this uncertainty and remaining
completely ignorant is 3. But consider the opportunity to learn only whether the out-
come is z′′ or one of {z, z′}. If the person chooses to receive this information, with
probability 2/3 she will find that the outcome is in {z, z′}. In that case, she faces
the same 50–50 lottery as above. Hence, the difference in expected utility between
full learning and partial learning is (2/3) · 6 = 4 > 3. Despite being disappoint-
ment averse, therefore, the person would rather remain ignorant than partially learn
the truth. This example illustrates that—since the only surefire way to avoid future
disappointments is to know the outcome with certainty—the implications of disap-
pointment aversion for partial learning are qualitatively different from those for full
learning above. Intuitively, of all possible disappointments, the decisionmaker is most
sensitive to the frustration of getting z′ after expecting z. Thus, learning that the out-
come is z or z′ sets her up for a major disappointment. For example, a job seeker’s
disappointment from getting her least favorite job might be much more devastating
when the alternative was a great job than when it was, say, a mediocre job. If so, first
finding out whether she has received the mediocre job decreases her expected utility.

This intuition illustrates that the decisionmaker does not like information if her
disappointment aversion for some pairs of outcomes is disproportionately larger than
for other pairs. The following is a sufficient condition that rules out such possibilities.

Definition 6 The agent is regular disappointment averse if for some v1, . . . , vK :
Z1 × Z2 → R,

Tz1(z2, z′
2) =

K∑

k=1

|vk(z1, z2) − vk(z1, z′
2)|.

Regular disappointment aversion can be motivated by the following consideration.
Being disappointed means that one gets a worse outcome than one hoped for or
expected, causing disutility beyond the bad outcome itself. The converse holds for
pleasant surprises. Presumably, the disappointment or pleasant surprise, and therefore

13 The example and discussion above ignore the possibility that a person may be averse to current disap-
pointments. Intuitively, a person’s aversion to being disappointed today should make her reluctant to receive
information. To analyze this motive, however, a longer-horizon model is needed: with two periods, only
self 1 can make decisions regarding timing of the resolution of uncertainty, and there are no past beliefs in
period 1 relative to which self 1 can be disappointed. Hence, the examples and results in this section only
identify the relationship between informational preferences and aversion to future disappointments, and are
not intended as a complete analysis of disappointment-management motives.
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also disappointment aversion, is related to aspects of the desirability of the outcomes
in question. In this view, disappointment aversion is regular if it is linearly related
to some of these aspects, captured in the functions vk .14 Note that by the triangle
inequality, the three conditions in Example 4 clearly violate regular disappointment
aversion.

I introduce the following formal concepts for the kinds of informational preferences
in the above example.

Definition 7 The decisionmaker is information neutral if for all z1 ∈ Z1 and f1 ∈
�(Z2) with compact support,

∫
u1(z1, f1, z)d f1(z) =

∫
u1(z1, δz, z)d f1(z).

She is resolution loving if for all z1 ∈ Z1 and f1 ∈ �(Z2) with compact support,

∫
u1(z1, f1, z)d f1(z) ≤

∫
u1(z1, δz, z)d f1(z).

If for all z1 ∈ Z1,
∫

u1(z1, f1, z)d f1(z) is convex in f1 over probability measures in
�(Z2) with compact support, then the decisionmaker is information loving.

Information neutrality means that the decisionmaker is indifferent to whether deci-
sion-irrelevant information about future outcomes is revealed in period 1 or 2. Reso-
lution lovingness says that she prefers to fully resolve uncertainty in period 1. She is
information loving if she prefers more information to less, even when she has no option
to fully resolve uncertainty. The decisionmaker in Example 4 is resolution loving, but
not information loving. She is also not information neutral.

Since the decisionmaker is not information neutral, she is inconsistent with EU.
Moreover, the combination of resolution lovingness and lack of information loving-
ness in the example is also inconsistent with KP. In Example 4, the decisionmaker
is information loving when facing any lottery between z and z′, her best and worst
outcomes.15 For a KP decisionmaker who exhibits the same behavior, v1(z1, ·) would
have to be convex in its second argument between the values of v2(z1, z′) and v2(z1, z).
But this would mean that, unlike the decisionmaker in Example 4, she is information
loving globally, so she would not strictly prefer not to learn whether the outcome is
z′′.

14 It could be that only the overall desirability matters, in which case the natural specification is K = 1 and
v1(z1, z2) = u1(z1, δz2 , z2). But in other situations—for instance, when a consumer consumes multiple
goods and cares about disappointments separately in the different goods—disappointment preferences can
take a more complex form.
15 To see this, note that for any p ∈ [0, 1], pu1(z1, pδz + (1 − p)δz′ , z) + (1 − p)u1(z1, pδz + (1 −
p)δz′ , z′) = pu1(z1, δz , z)+ (1 − p)u1(δz′ , z′)− p(1 − p)(u1(z1, δz , z)+ u1(z1, δz′ , z′)− u1(z1, δz′ , z)
− u1(z1, δz , z′)), which is convex in p.
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Similarly to the previous subsections, these differences can be elicited from behav-
ior by taking advantage of the fact that self 1 is known to strictly prefer z1 to z1. All of
self 1’s choices above remain the same if her preferred alternative comes with a small
probability of getting z1 rather than z1.

The following theorem formalizes the relationship between disappointment aver-
sion and informational preferences. Part 1 shows that when u1 is linear in f1—so that
the source of informational preferences present in previous models is ruled out—infor-
mational preferences are about disappointment preferences. Parts 2 and 3 formalize
the intuitions developed from Example 4.

Theorem 2 Suppose u1 is linear in f1. Then

1. the agent is information neutral if and only if she is disappointment neutral.
2. the decisionmaker is resolution loving if and only if she is disappointment averse;
3. if the decisionmaker is regular disappointment averse, she is information loving.

4 How is utility from anticipation reflected in behavior?

Section 3 has identified three observable differences between decisionmakers who
derive utility from anticipation and those who do not. One reason to study these phe-
nomena is that they are important and likely common deviations from standard mod-
els. But when preferences satisfy a small extra assumption, a version of non-satiation,
these phenomena are special in another way: all novelties vis-á-vis previous models
are related to them. More precisely, if the decisionmaker does not exhibit any of the
phenomena, she is observationally equivalent to a time-consistent agent whose utility
function depends only on physical outcomes. Self 2 is defined to satisfy non-satiation
if for all z1 ∈ Z1 and f1 ∈ F1, the image of Z2 under u2(z1, f1, ·) is unbounded from
above. This last assumption holds in virtually all applications of interest.

Theorem 3 Suppose self 2 satisfies non-satiation. If the decisionmaker is time con-
sistent, information neutral, and stable, she behaves according to EU.

The logic of the proof of Theorem 3 is the following. By Observation 1, maximiz-
ing self 1’s expected utility (given the constraint that expectations have to be correct)
is a continuation personal equilibrium once z1 and d2 are realized. Stability means
(loosely) that self 2 is indifferent between all continuation equilibria. By time con-
sistency, self 1 is also indifferent. Combined with the previous claim, this means that
any continuation personal equilibrium maximizes the expectation of u1. Finally, since
self 1 is information neutral, her utility function can be written in the expected-utility
form over physical outcomes.

It bears emphasizing that although stability, time consistency, and information neu-
trality are defined in terms of the decisionmaker’s utility function, they correspond
directly to observable behavior in that they rule out the phenomena in Sect. 3. That is,
if any of these conditions is violated, there are circumstances under which this could be
observed in behavior; and conversely, if one of the three phenomena is never displayed
in behavior, the corresponding condition is satisfied. In this light, Theorem 3 provides
the converse of Sect. 3, which has demonstrated three types of behavior that cannot
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be rationalized in an EU framework. Namely, the theorem shows that if the decision-
maker’s behavior cannot be rationalized using EU, at least one of these behaviors will
be observed in some decision problems.

This might be quite surprising. A reasonable first reaction to the model of this paper
is that preferences over anticipation, by virtue of their inordinate complexity, lead to
infinitely richer and less restrictive behavior than EU. Theorem 3 shows, in contrast,
that any novel phenomenon is some combination of only three basic types of behav-
ior. By limiting the set of new effects to be analyzed, Theorem 3 could prove useful
for thinking about and organizing the additional types of behavior made possible by
introducing anticipation into motivation. In any model that incorporates anticipation
and purports to expand EU, one can first check whether it violates time consistency,
information neutrality, or stability. If it does, one can identify which of these condi-
tions fails, and apply what we know about the concept to facilitate the understanding
of the sources of the model’s new predictions.

At the same time, Theorem 3 also implies circumstances under which a model
incorporating anticipation is unnecessary to make novel behavioral predictions. If a
theory lacks all three phenomena in Sect. 3, any predictions it makes could have been
made by a standard model as well.16

Of course, the three phenomena are quite broad. As a result, anticipatory utility will
lead to a rich set of behavioral consequences, and much more work is needed to arrive
at a detailed characterization of the three phenomena sufficient to understand these
consequences. For instance, the reference-dependent models of Kőszegi and Rabin
(2006) and Heidhues and Kőszegi (2005) feature a wide set of phenomena related to
multiple equilibria and time inconsistency.

The next result compares my model to its other natural point of reference in the
literature, the KP model. Since their model allows for informational preferences, it
can of course be consistent with observed violations of information neutrality. How-
ever, Example 4’s non-monotonic informational preferences due to disappointment
aversion cannot be captured in their framework. To rule out such preferences, I use
a separability condition between expectations and the corresponding outcomes. In
addition, KP assume time consistency, so Examples 2 and 3 violate their model. The
following theorem proves that if time consistency and an additive separability con-
dition are imposed, there do not remain any behavioral differences between a model
incorporating anticipation and KP.17

Theorem 4 Suppose that the decisionmaker is time consistent, self 2 satisfies non-
satiation, and u2 is additively separable in f1 and other outcomes. Then the decision-
maker behaves according to KP.

16 This does not, however, necessarily mean that the model incorporating anticipation is not useful. For
instance, two models may have similar or identical behavioral predictions, but radically different welfare
implications. The focus of the current paper is exclusively on observable behavior.
17 The same separability condition is sufficient to rule out both non-monotonic informational preferences
and instability, even though the former is about inseperabilities between current expectations and future
outcomes, while the latter is about inseperabilities between past expectations and current outcomes. The
reason is that time consistency ties the two together.
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Theorems 3 and 4 are tight in that they become false if any of the assumptions is
removed.

5 Applications of personal equilibrium

The previous sections introduced a new model of individual decisionmaking when
expectations influence preferences, and the analysis so far has concerned general
properties of the model. But the theory is intended for use in economic applications,
and in any specific application, more structure must be imposed on the utility functions
u1 and u2. I now outline three possibilities for how this framework can inform central
economic problems.

5.1 Reference-dependent preferences

Countless experimental studies demonstrate that preferences are reference-dependent:
people do not evaluate an economic outcome based solely on how it ranks on an abso-
lute scale, but also care about how it compares to relevant reference points. Perhaps
the most important feature of such preferences is loss aversion: decisionmakers are
more averse to falling short of the reference point than they are keen about achieving
an equal-sized gain over it (Kahneman et al. 1990, for example). Based on a variety
of evidence and a reinterpretation of classical experiments, Kőszegi and Rabin (2006)
propose a model in which a person’s reference point is given by her recent expectations
about what outcomes she would get. A child who had been expecting a nice Christmas
gift feels a loss if she gets only a mediocre one; but a seller who never expected to
keep an item in her possession may not feel much of a loss from giving it up. With
expectations being the reference point, Kőszegi and Rabin (2006) close the model by
assuming that behavior corresponds to a personal equilibrium.

The framework of Kőszegi and Rabin (2006) is readily applicable to many eco-
nomic situations. For instance, a prediction of the theory in the realm of consumer
behavior is that a person’s willingness to pay for a good is not fixed, but depends on the
market environment and how she expects to respond to it. Specifically, her valuation is
higher if she had been expecting to buy the good with greater probability, and lower if
she had been expecting to acquire it at a cheaper price. Hence, the theory is a platform
to study psychological phenomena behind pricing strategies and marketing and sales
techniques.18

5.2 Emotions and self-regulation

One of the most successful and widely applied ideas in behavioral economics is the
formalization of intrapersonal conflicts in intertemporal choice (Strotz 1956; Phelps
and Pollak 1968; Laibson 1997), capturing the idea that people tend to overweight

18 Heidhues and Kőszegi (2005, 2008) study the implications of the model for the pricing behavior of
profit-maximizing firms selling to loss-averse consumers.
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immediate pleasures relative to what is in their long-run self-interest. Yet economists
have devoted little attention to the psychological foundations of such impulsive behav-
iors.

Psychological evidence indicates that emotions play a crucial role in impulse control
linked to a broad spectrum of personal and social problems. Emotional distress tends
to increase overeating in overweight people (and food consumption in normal adults),
undermines attempts at smoking cessation, leads to increases in drinking alcohol, and
to gambling and compulsive shopping. Emotions also regulate social behaviors such
as aggression and helping others. Moreover, Tice et al. (2001) demonstrated that—
at least in some settings—emotional distress changes behavior by directly affecting
instantaneous preferences: if subjects believe that their mood is unchangeable, they
do not show an increase in food consumption or procrastination.

This paper provides a framework to model these self-control phenomena. While
emotions affect impulsive behaviors and self-control, whether people think they can
focus on long-term goals also likely affects their anticipatory emotions. To illustrate
some possible consequences of this interaction, consider the following simple exam-
ple. Suppose z1 ∈ R is exogenous and random, and self 2 chooses z2 ∈ [0, M].
A higher z2 corresponds to more forward-looking behavior by self 2.19 Posit that
u1(z1, δz2 , z2) = z2 + z1 and u2(z1, δz2 , z′

2) = z2 + z1 +[z′
2 − (z2 + z1)]2. Intuitively,

if the person expects to choose z2 in period 2, her emotions in both periods 1 and 2
are given by z2 + z1. More positive emotions lead to higher utility, and also to more
forward-looking choices (as self 2 aims for an action as close as possible to z2 + z1).

Now notice that if z1 > 0, the unique pure-strategy personal equilibrium is to
choose z2 = M , giving relatively high utility to both selves. To see this, note that
if self 1 expected self 2 to choose z2 < M , self 2 would want to choose something
higher. But if z1 < 0, the unique pure-strategy personal equilibrium is to choose
z2 = 0, giving possibly drastically lower utility to both selves. Hence, self-control can
be fragile to even small changes in circumstances. Intuitively, once the person starts
feeling bad for some external reason, she may compensate by focusing too much on
short-term pleasures over long-term goals. But as she realizes that this is what she is
going to do, she starts feeling even worse, exacerbating the problem. Hence, her lack
of self-control can spiral out of control.

5.3 Intimidating decisions

Neoclassical utility theory (and most of economics) conceptualizes consumer deci-
sions as a simple matter of choosing, in a detached and composed way, the best of
the available options in question. In selecting a family car, for example, a mother is
supposed to coldly weigh the important attributes (safety, comfort, price, style, etc.)
of the options in consideration, and decide which combination is best for her. Holding
a person’s information and decision constant, the act of choice itself is not generally
thought to affect her utility.

19 Although the formal model has no periods beyond period 2, as mentioned above the period-2 utility
function can be interpreted as the reduced form for a longer-horizon problem.
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Intuition and evidence suggests, however, that many consumer choices are more
emotionally involving. In the process of making a decision, a consumer has to con-
sider the tradeoffs involved. By doing so, she is reminded of what is at stake and what
could go wrong, often negatively affecting her utility. It is difficult for a mother to
calmly assess the tradeoff between money and her family’s safety, because this inev-
itably leads her to think about the possibility that her children might be in a crash. It
is tough for an employee to consider the advantages of her investment options in a
cool way, because this reminds her that she may end up poorer than she would hope.
Healthcare, education, and career choices all involve similar unpleasant acknowledg-
ments of conflict as well. Indeed, psychological evidence indicates that focusing on
threats increases stress (Miller 1987; Neufeld 1976); and inducing such negative emo-
tions increases the frequency with which the default option is chosen in hypothetical
decisions (Luce 1998). In real choices in supermarkets (Iyengar and Lepper 2000)
and retirement savings (Iyengar and Jiang 2004), increasing conflict by increasing the
number of options induces people to avoid deciding altogether.20

Choice conflict can also be naturally modeled in the framework of this paper. While
the act of making a choice may not directly affect a person’s beliefs about the future,
it affects the utility she derives from a given set of beliefs because it forces her to
focus on those beliefs. Hence, the process of making a careful decision influences a
person’s utility from anticipation; at the same time, the quality of her decisions also
affects her anticipatory utility. Thus, preferences over anticipation and physical out-
comes interact, and the decisionmaker’s behavior should be determined in personal
equilibrium. A model of this kind might shed light on the findings mentioned above,
and help in designing policies for giving consumers the right options in emotionally
loaded decisions.

6 Discussion

6.1 Comments on the model and related literature

First, the model is an extension of the psychological expected utility model of CL in
allowing for an interaction between expectations and later outcomes. Two further the-
oretical novelties follow from this. In CL, equilibrium can be obtained using standard
backward induction: self 2’s utility function does not depend on self 1’s expectations,
so her maximization problem immediately determines the set of period-1 expectations
consistent with future decisionmaking. And since self 2’s behavior is independent of
expectations, it is not crucial to define when those expectations are realized. In the
current model, behavior has to be determined jointly with expectations, giving rise
to the personal-equilibrium concept. And to define personal equilibrium, I need to be
explicit about the temporal placement of expectations. These features are responsible

20 In addition, choice conflict might provide a reasonable and parsimonious explanation for default effects
and other striking regularities in retirement savings decisions (see for example Madrian and Shea 2001;
Choi et al. 2004). If people find investment decisions intimidating and therefore try to avoid them, their
outcomes will be greatly influenced by what choices they are forced to make and the rules that govern their
financial assets before they make them.
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for a majority of the phenomena in Sect. 3; in fact, Examples 1, 3, and 4 all generate
behavior that could not happen with CL preferences.

Second, most previous models that allow for informational preferences (Epstein and
Zin 1989; Grant et al. 1998, 2000; KP; Skiadas 1998, and others) approach the question
from a completely different perspective than that taken in this paper. Their starting
point is preferences over the timing of resolution of uncertainty, without explicitly
formalizing utility from anticipation. My goal is to model the primitives that give rise,
among others, to informational preferences. As mentioned above, there is plenty of
evidence that anticipation influences behavior, and is often singled out as a factor in
informational preferences. It therefore seems reasonable to start from these primitives.

Third, there are aspects of decisionmaking under uncertainty that are impossible to
capture in this framework. For example, the decisionmaker cannot be affected by any
information that would only be relevant had she made a different decision in the past.
The athlete recovering from a knee injury (whose example was used to motivate the
model) cannot be influenced by regret about not choosing an alternative treatment that
she later finds could have been more effective.21 Similarly, while Sect. 3.3 shows that
utility from anticipation can lead to rich informational preferences, Eliaz and Spiegler
(2006) demonstrate that even with such preferences, there are important restrictions
on the information-acquisition choices agents can make.

Fourth, in an influential paper, Geanakoplos et al. (1989) introduce a multiple-player
equilibrium concept (psychological equilibrium) for preferences that can depend on
beliefs about others’ strategies. Psychological equilibrium also imposes the inter-
nal-consistency condition that beliefs are correct, and the optimization condition that
each player maximizes her belief-dependent utility. In this sense, personal equilibrium
is a single-player—but multiple-self—modification of psychological equilibrium in
which both selves’ preferences depend on self 1’s beliefs about self 2’s strategy. In
the dynamic version of their model, however, Geanakoplos et al. (1989) assume that
a player’s utility depends only on beliefs at the beginning of the game. Unlike per-
sonal equilibrium, therefore, their model does not allow actions to directly influence
beliefs.22

21 Loomes and Sugden (1982) introduce a model of choice under uncertainty in which the anticipation of
regret affects decisions.
22 Fifth, my model also incorporates as a special case the assumption that the decisionmaker cares about
the utility of past or future selves, a feature reminiscent of intergenerational-altruism models. Closest in
spirit to my model is two-sided intergenerational altruism, where each generation takes the utility of the
past generation as given, and this utility in turn depends on current outcomes (Hori and Kanaya 1989;
Bergstrom 1999). In contrast to mine, the main concern of these papers is not behavior—no solution con-
cept is offered—but how the set of interdependent utility functions can be simplified. Thus, from a formal
point of view, this paper can be considered an addition to the intergenerational-altruism literature: it pro-
vides a model of behavior in intergenerational models in which generations derive utility from previous
generations’ expectations. However, this application seems less interesting, because people are likely to
care far less about past generations’ expectations than about their own past expectations.
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6.2 Revealed preference issues

One main subject of this paper is how extending the decisionmaker’s consequence
space to include anticipation is reflected in her behavior. At the same time, I do not
offer a revealed-preference foundation for the enriched preferences—it is not clear to
what extent the decisionmaker’s utility function can be extracted from her behavior.
This creates a slight tension in the paper, which the current section attempts to address.

Examples 1, 3, and 4 are meant to illustrate the behavioral manifestations of antic-
ipation, and are therefore by definition “revealed” consequences of it. To be precise,
this means that an observer who could witness the decisionmaker’s behavior in a few
well-chosen decisionmaking problems could notice the key aspects of behavior these
examples demonstrate, and conclude that they are inconsistent with EU, KP, and CL
preferences.23

Similarly, any failure of the key restrictions used in Theorem 3 (stability, time
consistency, and information neutrality) can be revealed in behavior.

Examples 1, 2, and 3, and the separability assumption in Theorem 4, make restric-
tions on the interaction of self 2’s preferences with self 1’s expectations. With the
auxiliary assumption of continuity, it is easy to extract these preferences.24 To elicit a
preference ordering between ( f1, z2) and ( f1, z′

2), we give the agent the distribution
f1 (and leave her no choice) with probability 1 − ε, and let self 2 choose between z2
and z′

2 with probability ε. Letting ε go to zero, we obtain self 2’s ordering between
the two options.

However, the same method does not work to fully elicit self 1’s preferences over
future physical outcomes and current expectations, on which Example 4 depends. For
a rational decisionmaker, self 1’s expectations and the distribution of future outcomes
have to be the same. Thus, we cannot gauge her preferences over streams in which
outcomes diverge from expectations.25 In fact, it is easy to give a pair of utility func-
tions that lead to the same behavior in all decisionmaking problems: for Z2 = R, take
u1(z1, f1, z2) = z2 and u1(z1, f1, z2) = E[ f1].

Although Example 4 has features that are outside the grasp of revealed prefer-
ence, Sect. 3.3 shows that these features can nevertheless be used in a very intui-
tive characterization of observable novelties in informational preferences, and are
thus not superfluous. Furthermore, when preferences depend on expectations, the
classical revealed-preference requirement of founding all features of the theory on
observed individual behavior is overly narrow and excludes discussion of econom-

23 This holds for EU, KP, CL preferences satisfying non-satiation. Non-satiation is a reasonable assumption
to maintain because allowing a utility function to be constant makes it consistent with any behavior, and
renders the exercise in this paper trivial and uninteresting.
24 This is not possible without continuity. In Example 3, for instance, self 2 prefers the stream (δz , ζ

′)
over the stream (δz , z). Clearly, it is impossible to set up a choice experiment in which self 2 would get the
opportunity to directly reveal this preference: if self 1 knew self 2 would choose between z and ζ ′ (with
some probability), and self 2 actually had the preferences in Example 3, self 1 could not have expected to
receive z with probability one.
25 The reason the same problem does not arise in extracting self 2’s preferences is that in period 2, the
decisionmaker’s past expectations and current choices can diverge, since information has been revealed
since the expectations were formed.
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ically interesting issues. Kőszegi (2006) shows that an informed agent might com-
municate differently with an uninformed principal if the principal has anticipatory
emotions than if she does not, even if the principal behaves exactly the same way in all
individual decisionmaking problems. If the principal has emotions, the agent attempts
to convey her superior information in a way to make the principal feel better. Despite
rational expectations by the principal, asymmetric information creates a divergence
between her expectations and future outcomes, and the failure of revealed preference
to pick up preferences for this case means that it is insufficient for the “emotional
agency” problem.

The above argument does not, however, imply that one needs to fully reject the
notion of revealed preference when it comes to anticipation—only that an extended
version of it is necessary. Specifically, suppose that the agent has a “representative”
who knows her preferences and makes decisions on her behalf. By giving choice prob-
lems to the representative instead of the agent, we can create a divergence between
expectations and future outcomes, and elicit all preferences used in this paper.

7 Conclusion

The goal of this paper is to provide a framework for modeling and studying the con-
sequences of utility from anticipation when it interacts with utility from physical
outcomes. I assume a general expected-utility function over anticipation and physical
outcomes, and propose a solution concept, personal equilibrium, for the determination
of the decisionmaker’s behavior. There are differences between standard decisionmak-
ers and those in my model relating to time inconsistency, informational preferences,
and instability. After discussing these phenomena, the paper proves that any novelty
in behavior has to be related to at least one of them.

Appendix: Proofs

Proof of Theorem1 For a given z1, d2, consider the correspondence that maps any
f1 ∈ F1 to the set of optimal choices for self 2, when the history is z1, f1 and the
decision problem is d2. Since d2 is compact, this correspondence is nonempty valued.
Since self 2 can use mixed strategies, it is convex valued. And since u2 is continuous,
it has a closed graph. Therefore, by the Kakutani–Fan–Glicksberg theorem (Aliprantis
and Border 1999, p. 550), its set of fixed points is nonempty and compact. Therefore,
let φc(z1, d2) denote the set of its fixed points; φc(z1, d2) is the set of possible contin-
uation personal equilibrium expectations given z1 and d2, and φc is a nonempty and
compact valued correspondence.

We now prove that φc is a closed correspondence. Consider a feasible sequence
(zn

1, dn
2 ) → (z1, d2), and suppose the sequence f n

1 satisfying f n
1 ∈ φc(zn

1, dn
2 ) has

f n
1 → f1. Since dn

2 approaches d2 in the Hausdorff metric, we must have f1 ∈ d2.
Consider any f ′

1 ∈ d2. Again since dn
2 approaches d2 in the Hausdorff metric, there

is a sequence f n
1

′ such that f n
1

′ ∈ dn
2 and f n

1
′ → f ′

1. Because f n
1 is a continuation

personal equilibrium given (zn
1, dn

2 ), we know that

E f n
1

u2(z1, f n
1 , ·) ≥ E f n

1
′u2(z1, f n

1 , ·).
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By continuity of u2, this implies that

E f1 u2(z1, f1, ·) ≥ E f1
′u2(z1, f1, ·).

Hence, f1 ∈ φc(z1, d2), completing the proof that φc is closed.
Consider the function

η(z1, d2) = max
f1∈φc(z1,d2)

E f1 u1(z1, f1, ·)

and the correspondence

μ(z1, d2) = { f1 ∈ φc(z1, d2)|E f1u1(z1, f1, ·) = η(z1, d2)}.

Intuitively, given z1 and d2, μ(z1, d2) is the set of continuation personal equilibria that
are best from the point of view of self 1, and η(z1, d2) is the highest expected utility
self 1 can achieve in a continuation personal equilibrium.

Now since φc is a closed correspondence between compact Hausdorff spaces, it
is measurable (Aliprantis and Border 1999, Theorem 17.19, p. 571). Furthermore,
E f1 u1(z1, f1, ·) is continuous (Aliprantis and Border 1999, Theorem 14.3, p. 476).
Therefore, the measurable maximum theorem (Aliprantis and Border 1999, p. 570)
applies. As a result, η is measurable and μ admits a measurable selection. Call one
such selection φ.

Notice that since φc is closed, the function η is upper semicontinuous. By Theorem
14.5 of Aliprantis and Border (1999, p. 479), the function γ �→ ∫

η(z1, d2)dγ (z1, d2)

from �(Z1 × D2) to R is upper semicontinuous. This means that if the continuation
distribution of outcomes is determined by φ, self 1’s maximization problem has a solu-
tion (Aliprantis and Border 1999, Theorem 2.40, p. 43). This establishes the existence
of personal equilibrium. �

Proof of Theorem 2
Part 1. We have already established in the text that if the agent wants to receive
all information about a fifty-fifty gamble over two outcomes, she is disappointment
averse. This establishes the “only if” part of the theorem.

We prove the converse for each given z1. For notational simplicity, let u(·) =
u1(z1, ·). Suppose the agent is facing a probability measure over future outcomes
F ∈ �(Z2). If all uncertainty is resolved early, her expected utility is

∫
u(δz, z)d F(z),

whereas remaining completely ignorant gives an expected utility of

∫
u(F, z)d F(z).
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Since the agent is insecurity neutral, the above equals

∫
u(δζ , z)d F(ζ )d F(z).

Noticing that

∫
u(δz, z)d F(z) =

∫
u(δz, z)d F(ζ )d F(z),

the difference between the full-information and full-ignorance levels of expected util-
ity is

1

2

∫
[u(δz, z) − u(δz, ζ ) + u(δζ , ζ ) − u(δζ , z)]d F(ζ )d F(z). (4)

Since the agent is disappointment averse, the integrand is positive everywhere; this
proves that the agent always wants full information over no information.
Part 2. To prove that the agent always wants more information, we prove that the
difference (4) is concave in F , the probability measure over future outcomes. This is
sufficient because expected utility from full information is linear in the probability
measure of future outcomes the agent is facing, so it implies that expected utility is
convex in F .

Since disappointment aversion is regular, we can rewrite (4) as

1

2

∫ K∑

k=1

|vk(z) − vk(ζ )|d F(z)d F(ζ ).

We will prove that

∫
|vk(z) − vk(ζ )|d F(z)d F(ζ ) (5)

is concave in F for each k. To do so, we give a geometric interpretation to the integral
(5). Note that through the map vk , points in Z2 map to points on the real line. Then,
expression (5) is the expected distance of two points independently chosen according
to the distribution G, the probability measure F induces on R through the map vk . We
prove that this distance is concave in G.

Consider two cumulative distribution functions G1 and G2 on the reals, as well as a
convex combination λG1 + (1 −λ)G2 of them. Take any point p on the real line. The
probability that p is on a line segment between two points randomly chosen according
to G1 is 2G1(p) (1 − G1(p)). The same probability for G2 is 2G2(p)(1 − G2(p)),
and for the convex combination it is 2(λG1(p)+ (1−λ)G2(p))(1−λG1(p)−(1−λ)

G2(p)). To complete the proof, it is sufficient to prove that

λG1(p) (1 − G1(p)) + (1 − λ)G2(p)(1 − G2(p))

≤ (λG1(p) + (1 − λ)G2(p))(1 − λG1(p) − (1 − λ)G2(p)).
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This is equivalent to

0 ≤ λ(1 − λ)(G1(p) − G2(p))2,

which holds for any p. �
Proof of Theorem 3 Let

v(z1, z2) = u1(z1, δz2 , z2).

We first use non-satiation and time consistency to show that a modified definition
of time consistency holds as well, in which the strict inequalities are replaced by weak
ones. Suppose by contradiction that

E f ′
1
u2(z1, f1, ·) ≥ E f1u2(z1, f1, ·)

but

E f ′
1
u1(z1, f ′

1, ·) < E f1 u1(z1, f1, ·). (6)

Then, the first inequality must in fact be an equality, otherwise time consistency
would be violated. Therefore, by non-satiation and continuity, there is an f ′′

1 such
that E f ′′

1
u2(z1, f1, ·) > E f1u2(z1, f1, ·) but E f ′′

1
u1(z1, f ′′

1 , ·) < E f1 u1(z1, f1, ·).
This contradicts time consistency.

Now we proceed to proving the statement of the theorem. First, by Observation 1,
for any z1 and d2 there is a continuation personal equilibrium in which self 1 expects
and self 2 chooses the f ∗

1 that solves max f1∈d2 E f1 u1(z1, f1, ·). That is, there is a
personal equilibrium that maximizes self 1’s utility subject to the constraint that she
has to be rational.

Next, we prove that for any z1 and d2, all continuation personal equilibria give self
2 the same expected utility. Suppose that f1 and f ′

1 are the period 1 expectations in
two continuation equilibria. Then by stability,

E f1u2(z1, f1, ·) = E f ′
1
u2(z1, f1, ·) and E f ′

1
u2(z1, f ′

1, ·) = E f1 u2(z1, f ′
1, ·). (7)

Now by the above definition of time consistency, the first part of Eq. (7) implies

E f1u1(z1, f1, ·) ≤ E f ′
1
u1(z1, f ′

1, ·),

while the second part implies the same inequality the other way. Therefore, all personal
equilibria give self 1 the same expected utility.

From the above two claims, we can conclude that all continuation personal equi-
libria have the property that they maximize self 1’s expected utility; that is, they solve
max f1∈d2 E f1u1(z1, f1, ·). Conversely, by Observation 1, any f ∗

1 that solves this prob-
lem is a continuation personal equilibrium of outcomes. This implies that the set of
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personal equilibrium outcomes and the outcomes generated by the solution to

max
γ∈d1

Eγ

[

max
f1∈d2

E f1 u1(z1, f1, ·)
]

(8)

are identical. By information neutrality,

E f1u1(z1, f1, ·) =
∫

u1(z1, δz2 , z2)d f1(z2) = E f1v(z1, ·).

completing the proof. �
Proof of Theorem 4 Let

v1(z1, d2) = max
f1∈d2

E f1u1(z1, f1, ·).

Since time consistency and non-satiation are satisfied, we know from the proof
of Theorem 3 that the alternative definition of time consistency (in which the strict
inequalities are replaced with weak ones) holds. Also, as in the proof of that theorem,
for any z1 and d2, there is a continuation personal equilibrium that maximizes self 1’s
expected utility constrained by rationality. Now, since self 2’s utility is separable from
past expectations, if f1 and f ′

1 are period 1 expectations in two continuation equilibria,
the equalities in (7) are automatically satisfied. By time consistency, all continuation
equilibria therefore give self 1 the same expected utility.

Therefore, just as in Theorem 3, we conclude that the set of personal equilibrium
strategies and the outcomes generated by the solution to (8) are identical. Also, the set
of self 1’s personal equilibrium choices coincides with the solutions to maxγ∈d1 v1(·).
Now since self 2’s utility is separable from f1, there is a function v2 : Z1 × Z2 → R

such that for any z1 ∈ Z1 and d2 ∈ D2, self 2’s personal equilibrium choices coincide
with the maximizers of the expectation of v2.

By time consistency

E f1 u1(z1, f1, ·) ≥ E f ′
1
u1(z1, f ′

1, ·) ⇐⇒ E f1v2(z1, ·) ≥ E f ′
1
v2(z1, ·)

for any f1, f ′
1. This implies that

max
f1∈d2

E f1 u1(z1, f1, ·) ≥ max
f1∈d ′

2

E f1 u1(z1, f1, ·)
⇐⇒ max

f1∈d2
E f1v2(z1, ·) ≥ max

f1∈d ′
2

E f1v2(z1, ·)

or equivalently

v1(z1, d2) ≥ v1(z1, d ′
2) ⇐⇒ max

f1∈d2
E f1v2(z1, ·) ≥ max

f1∈d ′
2

E f1v2(z1, ·).

This completes the proof. �
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